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Abstract. This paper describes the procedures and operational aspects related to the proper storage and handling of taxonomic, 
biogeographic and ecological data of biological specimens digitised under the AMUNATCOLL project. In the introductory 
phase of this process, the definition of the metadata is carried out, which is the formal handler of the structure, based upon the 
analysis of existing standards. The set of parameters derived from the standard is extended by data that is important according 
to the point of view of the specificity and functionality of the developed system. Subsequently, the database, as a key element 
in many IT systems, must be set up for data storage along with the suitable structure that reinforces efficiency. The process of 
preparing and casting a large amount of data requires automated procedures with dedicated tools attached. These approaches 
address a variety of processes starting from data preparation, where occasionally conversion must occur, aggregation and finally 
validation, which guarantees that data apply defined rules. Above all, dedicated operational procedures must be defined and 
applied to enable proper handling of the entire process.
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1. Introduction

 Biological institutes and museums of natural history 
around the world curate large collections, including type 
specimens. Their uniqueness, as well as the issues of 
physical access to and the protection of artefacts con-
stitute an argument for their digitisation, even though 
there is remote accessibility for a wider group of bene-
ficiaries interested in biodiversity. The material that is 
formed out of these resources feeds digital databases. 
With available and correct data at their disposal, nature 
conservation managers, policy-makers, scientists and 
local communities can consciously make decisions 

for managing natural resources (Ballard et al. 2017). 
Digitisation revives the Natural History Collections 
(NHCs) documenting the biota of the Earth, which 
contributes to a better understanding and protection of 
biodiversity (Butchart et al. 2012; Baldwin & Fouch 
2018). However, the process of digitising biological 
data is a great challenge considering the size of the col-
lection, the complexity of the descriptions, the visual 
representation, and the appealing demonstration of the 
data to the recipient (Kays et al. 2020; Whitlock 2011).
 Currently, many projects that face the digitisa-
tion process of the collections meet the analogous 
challenges related to the aspects of proper specimen 
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description with metadata and the data storing rules 
that assure further  efficient handling and facilitation 
of the overall process flow, which is reinforced by ap-
plication solutions (Beaman et al. 2004; Torres et al. 
2006). The dynamic progress in biodiversity science 
is related to the development of the language and the 
standards for the description of specimens, samples 
and other forms of analogue documentation. This 
plays a particularly important role in the beginning of 
the digitisation process when the determination of the 
information scope becomes the su bject of this process 
(Silva da et al. 2014). Moreover, this design phase 
heavily affects the later functionality and usability of 
the entire system (Feest et al. 2011). To reduce data 
discovery barriers, the collected information should 
be organised to reflect the most important data groups 
and characteristics of entities properly depicting the 
digitised objects (Walls et al. 2014). Parameters and 
types of data are important information categories that 
considerably influence effective data management. 
Wrongly defined metadata structures hinder the re-
trieval and exploration of data, resulting in insufficient 
support for scientists during their work (Kacprzak et 
al. 2018; Löffler et al. 2021). Due to the complexity  
of the process of defining the metadata structure, 
a recommended way to avoid common mistakes is to 
follow the path given the world biodiversity metadata 
standards. There are two main standards for biodiver-
sity informatics that are well-acknowledged and used 
by the largest networks: Darwin Core (DwC 2021) and 
Access to Biological Collections Data (ABCD 2021). 
Following its specification, it should be noted that 
the most important aspects of the description of the 
specimen’s characteristics, along with their grouping, 
have already been outlined in a way that corresponds 
to the needs of the majority of collections. Basically, 
they cover areas related to the taxonomic description 
of specimens, their specification, spatial attributes, 
description of related multimedia files or references 
to the sources of information. The use of such a stan-
dard also facilitates the subsequent interoperability 
of systems of similar purpose, which considerably 
contributes to increasing their possibilities in the area 
of data mining and analysis (Hardisty et al. 2019). The 
amount of data necessary to process during a typical 
digitisation process requires automatisation by using 
specially developed procedures and tools. They cover 
the rules for processing information in the form of hard 
copy records, which are transferred to a predefined 
format and a subsequent verification of the prepared 
data. These tools are coupled with database systems 
that have the capability to incorporate this data and 
manage it effectively (Zalani et al. 2019).
 The purpose of this paper is to present the key 
components of the AMUNATCOLL IT system for 

biodiversity data organisation, storage and processing. 
The metadata and the database structure, as well as 
applications  and procedures are used in the data flow. 
The work has been conducted within the AMUNAT-
COLL project, which is co-financed by the European 
Union from the European Regional Development 
Fund under the Operational Program Digital Poland 
(ANC 2022; Jackowiak et al. 2022). The overall goal 
is to make information on the natural collections at 
the Faculty of Biology, Adam Mickiewicz Univer-
sity (FBAMU 2022) openly available to all interested 
parties. The specific project aim is to develop a stan-
dardised set of metadata that enables the registration of 
unique NHC values to be compatible with international 
standards. On this basis, the design and development 
of a digital database with the structure corresponding 
to the metadata was carried out in the implementation 
phase. In addition, the portal (ANCPortal 2022) and the 
mobile application (ANDR 2022)were developed and 
provided access for data exploration in a way that was 
convenient for groups of stakeholders with different 
requirements.

2. Metodological assumptions

 The basis for developing the methods and the mecha-
nisms of the data storage system is the proper under-
standing of the needs of target groups and the techno-
logical solutions that ensure the required functionality 
and compliance with the applicable solutions. In this 
study, they relate to metadata, database and supporting 
operational procedures.
 It is of utmost importance to recognise and use the 
standards for handling biodiversity data under IT system 
implementation. The standards allow us to follow com-
mon rules in the description of specimens, and due to 
their specificity, affect the database design and layout 
of the information management system. Moreover, 
they facilitate common and repeated use of data and 
enable following similar rules in various applications 
and processing methods, improving usability. Finally, 
the standards define the protocols for the data exchange 
process between compatible entities casting information 
accordingly.

2.1. Metadata

 The metadata specification developed within the 
AMUNATCOLL project is based on the international 
standards of Darwin Core and ABCD and simulta-
neously considers the project-specific assumptions 
(Jacko wiak et al. 2022). 
 Darwin Core (DwC), which is an extension of 
the Dublin Core standard (DCMI 2022) oriented on 
biodiversity. It is mainly used for providing a stable 
reference in distribution data on biological diversity 
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by describing natural history collections hosted at mu-
seums and scientific institutions in a standardised way. 
It facilitates storing and exchanging information about 
specific taxon, its geographic occurrence in nature 
(observation) or in collection (e.g., herbarium voucher, 
bottled specimen samples). The standard has a glossary 
of parameters specifying discovery, acquisition, loca-
tion, time of obtention, supporting evidence (scan or 
picture), reference to bibliography, commentary, etc. 
The semantic definitions of specimens defined in DwC 
facilitate their better use in a variety of contexts. In 
terms of definitions, Darwin Core does not specify data 
types and constraints; it relies on recommendations to 
property values that can be limited, e.g., by a specific 
vocabulary. The most recent version of the Darwin 
Core Standard was released in 2009 and consists of 169 
defined terms (DwCS 2009).
 ABCD is a schema that was designed for describing  
taxon occurrence and data exchange in a highly 
structu red way supporting the diversity of databases 
and compatibility with other data standards. ABCD is 
considered an evolution of the Darwin Core, having a 
more refined structure and containing approximately 
1200 elements. Processing of the ABCD information 
is facilitated by compliance with eXtensible Mark-up 
Language (XML 2016), which is maintained by a vari-
ety of applications. The current major version, widely 
adopted and endorsed by Biodiversity Information 
Standards (BIS 2021), is 2.06. ABCD is composed of 
three main concepts: mandatory, highly recommended 
and commonly used. The mandatory concept outlines 
parameters that are compulsory for creating valid 
ABCD documents. It is related to the dataset description 
and pertains to aspects, such as contact with the people 
responsible for the content and the technical issues and 
the metadata general description, while also specifying 
the institution from which the data comes from. The 
highly recommended concept describes a common 
entry point to the data. The data contains information 
about licence, language, units with details on identi-
fication, locality and URI. Commonly used concepts 
encompass more data on specimen descriptions, e.g., 
the kind of unit, the collector number, sex, age, link to 
multimedia, and log of editing.
 Both the ABCD and Darwin Core are compatible. 
Thus, the corresponding mapping for data exchange pur-
poses can be arranged. They are also widely utilised in 
the operational work of biodiversity networks (Güntsch 
et al. 2007), such as the Global Biodiversity Information 
Facility (GBIF 2021) and BioCASe (2021). Another 
important aspect of the abovementioned standards is 
the adherence to the FAIR principles (FAIR 2022). 
Operations, such as finding, accessing, interoperating 
and reusing data are facilitated by openness, widespread 
use and a set of clear rules.

2.2. Database
 The definition and the design of the database is the 
consecutive aspect after the metadata structure. Despite 
standardisation at the metadata level, the structure of a 
database does not fully correspond to the representation 
of its full dataset. In individual biodiversity systems, it 
reflects the specific needs and requirements underlying 
their definition. The need to adapt the scope and the 
structure of the stored data to the offered functionality 
in a way that ensures the highest efficiency frequently 
translates to relying directly on popular database mana-
gement systems (DBMS), such as MySQL (2022), Post-
greSQL (2021), Microsoft SQL Server (MSSQL 2022), 
and Oracle Database (Oracle 2022). The serving  of mul-
timedia files is facilitated by the Multimedia Database  
Management System (MMDBMS 2022) that is built 
upon the DBMS and offers additional functio nality, 
such as integration, data independence, concurrency 
control, persistence, privacy integrity control, recovery 
and query control. A special category of MMDBMS 
is the Digital Library (DL 2022) exemplified by the 
dLibra system (dLibra 2021) used for development in 
the AMUNATCOLL project.

2.3. Operational procedures
 A similar approach adjusting to the requirements is 
applied for the implementation of the operational pro-
cedures. These are used for facilitating data preparation, 
validation, casting to the database tables and securing 
multimedia files. Moreover, they can be designed in 
the form of regulations (e.g., explaining the who, what 
and when is implemented in the digitisation procedure) 
and the accompanying set of tools for conducting this 
process separately or in a workflow by its automation. 
The implementation method depends on the dataset 
specificity (e.g., the form of source materials being 
digitised), as well as the decisions and preferences of 
the developers themselves. Therefore, specific program-
ming languages, libraries and frameworks cannot be 
named here just by indicating the only correct solution.

3. Metadata specification

 The ultimate purpose of the metadata definition 
task is to prepare the structure that links to the need for 
formal characterisation of the unique resources of the 
natural collections gathered at the Faculty of Biology of 
Adam Mickiewicz University in Poznań (Jackowiak et 
al. 2022). Considering the high development complexity 
of the database dealt with, the proposed formalisation 
enables the unambiguous elaboration of essential infor-
mation in line with international standards. Neverthe-
less, despite the will to comply with the standard, to 
meet specific requirements addressed by the project and 
the system specification itself, a regular set of features  



38

Fig. 1. Overview of the AMUNATCOLL metadata structure
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offered by ABCD were extended by a number of non-
standard fields, such as those related to protected areas. 
Moreover, the final shape of the proposed structure 
was uttered by the necessities of a wide and diverse 
group of recipients, e.g., state administration units 
and the local government, state services and officials, 
teachers, students,  research workers, doctoral students 
and nongovernmental organisations. This resulted in a 
definition of dedicated fields where specific knowledge 
conforming  to those areas was kept. For the system 
definition, the designed metadata scheme ensures proper 
linking to the base record with respect to the illustrations 
and bibliography.
 The structure of the metadata is expressed in the four 
main metadata sections: specimen, sample, multimedia 
and reference (Fig. 1). In total, it constitutes 212 fields. 
Detailed specification of the fields that are the basis for 
their creation goes beyond the scope of this publica-
tion. Only a synthetic overview of the extensions that 
were implemented in the AMUNATCOLL database 
in relation to the ABCD standard are more thoroughly 
discussed.
 A crucial facet in the process of the metadata struc-
ture definition was the generation of the identification 
number (ID) of the described object. The number 
unequivocally  identifies a single specimen, an indi-
vidual in the observation or a sample. Multimedia files, 
such as scans or photographs, are identified twofold. 
Herbarium scans of specimens were marked by the 
same number as the specimen itself. It enabled joining a 
picture with the corresponding item under presentation 
in the portal. The different approach was used for the 
photos that did not represent the specimens stored in 
the NHCs (e.g., landscape, habitats), for which a unique 
ID was generated.
 In the next step, criteria necessary to quantify the 
taxonomic information were identified. The table of 
taxonomic specimens containing the attributes neces-
sary to describe plants, fungi and animals was translated 
into an extensive structure. This approach resulted in 
defining individual taxonomic attributes allocated to 
separate database columns. Another identified chal-
lenge was the alignment of the metadata structure for 
taxonomic synonyms for species with multiple names 
in particular. A special case considered the taxonomic 
names appearing on the herbarium sheets are no longer 
valid today. This was solved by implementing a syno-
nym list containing these names. 
 The specimen section provides supplementary in-
formation detailing the storage of specimens up to the 
indication of a specific rack and shelf. This makes it 
easier to find the specimen in case of a need to reach a 
physical object. In dealing with specimens originating 
from protected areas (e.g., national and landscape parks, 
nature reserves, Natura 2000 area), such information 

is recorded in specially designated fields. Information 
related to or belonging to specific geographical divisions 
(administrative, physiographic, European biographic 
and potential natural vegetation of Poland) constitute a 
separate group of information increasing the data value 
in the context of the functioning groups of organisms 
and their interdependencies. In addition, information 
on the Distribution Atlas of Vascular Plants in Poland 
(ATPOL) grid system (Zając 1978) as a regional spa-
tial division system of Poland and suitability for target 
groups is supplemented.
 The sample data section is entirely an additional 
group of information to ABCD on the specification 
of the unexplored and unmarked material (e.g., soil 
sample, timber, nest) from which the selected speci-
mens are derived. Once marked, they are transferred 
to the “specimen” group. The attributes of the samples 
are characterised by the specificity that requires the 
definition of a separate form where parameters, such 
as merocenosis (considered organisms colonizing the 
merotope) or groups of animals marked from a given 
sample can be specified. Moreover, the data include 
identification (required to create a new record in the da-
tabase), spatial references, protected areas, the ATPOL 
grid system, information about gathering, merocenosis 
data and belonging to geographical divisions, which are 
similar to specimens.
 Spatial data on specimens represent another impor-
tant group of metadata. Based on the original description 
of the collection or the observation place, data on geo-
graphic coordinates were elaborated. However, a text 
description of the location is also stored. Occasionally, 
the original location description differs in the level of 
detail and readability; therefore, the data was enriched 
by corresponding comments and information of geo-
tagging quality (Nowak et al. 2021). The first contained 
information on the selection of geographic coordinates 
for a location where the original description was geo-
graphically ambiguous, illegible or incomplete. The 
second one was utilised at the portal level to facilitate 
the selection of records for joint specimen analysis at 
the same spatial accuracy. The metadata group holds 
information on continent and country, as well as on the 
altitude above sea level. Another section of the spatial 
metadata enclosed particulars on an affiliation of records 
to the protected nature areas, administrative division, 
regional geographic and biogeographic divisions, or a 
location in relation to the UTM (2022) and ATPOL grid 
fields (Zając 1978). Considering this type of metadata 
allows for more spatially precise searches of records in 
the database and provides a more accurate survey of the 
specimen distribution depending on the characteristics 
of the terrain.
 In a different way from the ABCD standard, the 
multi media data in the AMUNATCOLL database 
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constitutes a valuable source of information about 
landscapes, habitats and objects present there. As such, 
these objects are subject to an identification process 
similar to that conducted for specimens. This means 
preparation of a full set of data, including identifica-
tion, taxonomy of objects located there, their detailed 
description, spatial references, protected areas, ATPOL 
grid system, description of the habitat, target groups and 
geographical divisions.
 Data on references, understood as information about 
publications where specimens from the AMUNAT-
COLL database are described, have been extended with 
a set of parameters describing them in the context of a 
specific publication type, including a journal, monogra-
phy or book chapter. This enables the addition of extra 
details about volume number, issue, pages, publisher, 
publication location, and book title for a chapter. Biblio-
graphic data are kept in a different table. Each item 
receives its individual number, which is then used to 
create a link to an NHC object referred to in a publica-
tion.
 Additional value was obtained by defining the “Com-
ments” field in several metadata sections. It permitted 
the inclusion of additional information that, for formal 
reasons, could not be entered into other attributes of 
a corresponding section. For example, in the case of 
multimedia not associated with a specific specimen 
entity, the field enables us to describe the picture content 
(animate and inanimate objects, surroundings, environ-
mental conditions) in a flexible way, which is essential 
for understanding the content.
 The metadata specification also includes informa-
tion, such as the allowed range of values for a given 
attribute  and the connections between the fields that 
define the conditionality of their use. It facilitates the 
process of data preparation and the input into the data-
base by several dozen people, which usually leads to 
numerous mistakes. The most common mistakes were 
related to the wrong date format, the use of illegal 
abbre viations and the use of values that at the moment 
could not be used in connection with the values of other 
fields.
 Finally, it is worth mentioning that in addition to 
specimen descriptive fields, supplementary fields are 
also introduced in the database, which facilitates the 
process of collection management, introducing extra 
functionality to the portal.

4. Database structure

 The database is a key element of the AMUNAT-
COLL IT system, where all metadata are stored; 
therefore, much time and attention were devoted to its 
efficient implementation. It has been designed to store 
all 212 metadata fields describing specimen specifics 

and the organisational, technical and support fields to 
ensure an effective way to access and manage them.
 The implementation was based on the PostgreSQL 
server (PostgreSQL 2021). It is a free, open-source re-
lational database management system that emphasises 
extensibility and SQL compliance. It has the functiona-
lity required by the specifics of the project, such as 
ACID (Atomicity, Consistency, Isolation, Durability) 
properties, automatically updated views, foreign key 
triggers and stored procedures. PostgreSQL is designed 
to handle heavy workloads such as data warehouses 
or web services with multiple concurrent users. The 
database storage structure is divided into three logical 
databases (Fig. 2). Each database contains data re-
lated to a specific operational part of the project. The 
“amunatcoll” database is associated with the storage 
of specimen information, the “dlibra” database houses 
the multimedia data, and the “anc_portal” database is 
for the portal operational tasks.
 The “amunatcoll” database corresponds to storing 
data related to specimens and contains tables with 
information about specimen taxonomic names and 
their synonyms, samples, bibliographic data about 
publications, kinds of specimens, collections and 
subcollections of specimens, statistics, and specimen 
import history. The “dlibra” database is the database 
of the dLibra digital library, and its task is to store data 
on imported multimedia objects. From all the tables 
available in the library, the project uses the data con-
tained in the tables storing information about metadata 
related to multimedia files and metadata of publication 
scans. In this database, the attributes and their values 
are stored in two columns common to all attributes. 
Contrary to the ”amunatcoll” database, the attributes 

Fig. 2. The logical structure of the AMUNATCOLL database
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do not have dedicated columns to store correspond-
ing parameters in a separate way. The “anc_portal” 
database is accountable  for storing information related 
to the portal and its functions. It contains tables stor-
ing information about user data, user permissions, 
resources created by users from the mobile application 
(projects, observations and their files), other resources 
created by users (albums, filters, base maps), teams and 
their members, and visiting  statistics.

5. The data transfer procedures

 To improve the process of data preparation and 
import, several applications and solutions have been 
developed to make it viable. They help check the 
correctness  of the information and speed up the proce-
dures by performing mass operations on the data.

5.1. Data preparation

 The programs and applications described below use 
a metadata specification-based form as their primary 
input format. To maintain a common format and avoid 
inconsistencies between the data provided by different 
contributors, an Excel spreadsheet form was designed 
(Figs. 3-6). It contains all the necessary attributes 
according  to the metadata specification, divided into 
sheets including specimens, samples, iconography 
and bibliographic entries. The persons responsible for 
preparing the form enter the data on the labels of the 
digitised objects into specific fields. It should be noted 
that the fields are divided into obligatory and optional. 
In addition, there are defined dependencies between 
the selected fields, which require the editor to adhere to 
certain rules. All principles are described in the internal 
guidance book provided to interested parties.

Fig. 4. The record form for the sample description

Fig. 3. The record form for the specimen description

Biodiv. Res. Conserv. 65: 35-48, 2022
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5.2. Converter

 The purpose of another tool named “Converter” is 
facilitating the process of converting existing specimen 
descriptions prepared beforehand (often many years 
before) to a new format agreed upon per the project 
design work. The converter, in the form of a web ap-
plication, automatically changes the format of existing 
files according to the developed scheme. Input files 
are converted into files conforming to the metadata 
specification using the specified configuration (rule 
set), allowing for later optional editing of the input data. 
Configurations are divided into two types:
 Standard – the conversion creates missing columns 
and form sheets, sorts them in the order identical to the 
specification, and changes the cell value formatting to 
the text to ensure data correctness in the import process.
Custom – in this case, apart from the operations per-
formed in the standard mode, additional operations 

(custom defined upon user request) are conducted on 
the input data to facilitate the preparation of data in the 
older format for import into the database, which could 
be changing the date format, combining or splitting 
columns, etc.
 In case of errors during the conversion or when 
detecting any irregularities in the file, the converter 
displays a detailed report. Below, the main page of the 
tool is presented (Fig. 7), where the user specifies the 
file for the conversion and the configuration scheme.

5.3. Validator

 Validator is a tool for checking (validating) Excel 
files, which is available in the form of a web applica-
tion. Its main purpose is to analyse the correctness of 
the data delivered to the form, considering the context 
of the sheet (specimen, sample, iconography and biblio-
graphy) and field. Moreover, it verifies the presence of 

Fig. 5. The record form for the multimedia description

Fig. 6. The record form for the reference description
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mandatory fields, duplicates, and provides in-between 
relations with specific fields. The tool returns a report 
detailing errors by occurrence and description, which 
is then broken down into each detected sheet. The tool 
along with the converter is an indispensable part of the 
import procedure presented in the figure below (Fig. 8). 
It must be noted that the validator is also utilised during  
the automatic import process to revalidate the data, 
which prevents information that does not meet the 
assumptions  appear in the database. The interface page 
of the tool is shown below (Fig. 9).

5.4. Aggregator

 The program “Aggregator” is used to combine 
XLSX files that are consistent with the AMUNAT-
COLL specification. It is used in the digitisation pro-
cess, mainly during the stage of describing records by 
a georeferencing team or a translation team. Due to 
the specifics of the data preparation process, it results 
in many relatively small files with information about 
specimens. Information added at a later stage is often 
repeated for many records from the same collection. It 
is evident that it is easier to work with large datasets 
by properly sorting and filtering them. The aggregation 
program combines many smaller files into a one bigger 
file or set of files with a given maximum size whenever it 
is exceeded. The complimentary operation is performing 
the basic file format verification (e.g., name of headers, 
duplicated records). Since “Aggregator” is a command 
line application, the communication with it takes place 
via the command line and the defining parameters. The 
first argument just after the program name is the loca-
tion of the directory, where the input files are placed. 
The second argument is optional and specifies the 
maximum number of records included in one output 
file (the default is 10000). The result of the program is 

a set of XLSX files with the name as the name of the 
directory being processed, with the word “_combined” 
as the suffix, the type ('SPECIMEN', 'SAMPLE' or 
'MULTIMEDIA') and the sequence number of the file.

5.5. Reporter

 The application “Reporter” is used to summarise 
the number of records in XLSX files that are consistent 
with the AMUNATCOLL specification and it is used 
by project coordinators for the purpose of the ongoing 
monitoring of the progress of digitisation work.
 Similar to the “Aggregator” application, “Reporter” 
is a command line solution. The argument to run the 
application is the name of the directory where the input 
files are located. The result of the program operation 

Fig. 7. The interface of the web application converter Fig. 8. Procedure for preparing and checking the file for import

Fig. 9. The validator web application form

Biodiv. Res. Conserv. 65: 35-48, 2022
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is the information about the number of unique records 
in the categories 'SPECIMEN', 'SAMPLE' or 'MULTI-
MEDIA.' It also displays information about errors found 
in the files, such as an incorrect header or duplicate 
records.

6. The descriptive data import process

 The overall purpose of the import process is to in-
corporate data assembled by the digitalisation team into 
the database structure following consistency defined by 
metadata specification. The benefit of this process is 
obtaining easier access to digitised resources by making 
them available for external systems, e.g., portals, mobile 
applications or cooperating external databases. The pro-
cess of importing data to the database is carried out in 
three steps. The first is the data preparation by a person 
with specific privileges called the data administrator. 
Second, files are checked against compliance with the 
documentation (this time in an automated process), 
and the data is placed in the database. Finally, the files 
containing specimen data are sent to the definite direc-
tory on the cloud disk (data buffer).

summarising the entire process is sent by an e-mail. It 
also contains attachments describing the details of errors 
found in the input data and a list of imported files with 
record statistics.
 The data buffer import procedure described above 
was used successfully in almost the entire duration of 
the project. In the final phase, after users' comments, 
a much more convenient way of importing with the use 
of the portal interface was developed. It is described in 
more detail in the publication dealing with the interfaces 
implemented in the AMUNATCOLL project (Nowak 
et al. 2022).

7. The iconographic data import process

 The iconographic data import process, to some 
extent,  resembles that of species data. In this case, 
metadata are accompanied by multimedia (scans, 
pictu res), and from the import perspective, they are 
one. That means that if one of the two (a record in the 
file or a multimedia file) is missing, the import will 
not begin. In the first step of importing iconographic 
data, the files are placed in predefined directories 
in the data buffer, and then they are imported to the 
dLibra digital library. The import is carried out at the 
level of a single directory, and the files in it are pro-
cessed before being imported. The directory contains 
a metadata file that describes the attributes of each 
file in that directory.

7.1. Temporary buffer

 A virtual disk, based on the Seafile system, the data 
buffer (Seafile 2021), is used to store files ready for 
import. The data that is ready for import is stored in the 
previously prepared directory structure corresponding 
to either the collection names with respect to multime-
dia related to organisms (icon-taxon) or to the author 
names in the case of pictures unrelated to specimens 
(icon-varia), though they present objects in wider con-
texts, such as habitats or landscapes. The directories in 
the cloud are linked with the server where the import 
procedure is carried out.

7.2. The preparation of multimedia files

 Before importing, multimedia files are processed, 
which allows them to be made eligible for the AMU-
NATCOLL system (preparation in terms of design 
assumptions and requirements related to the software 
used) and to protect them against unauthorised use. In 
the case of still images, files are subjected to the fol-
lowing operations:
• If the picture is delivered in the CR2 (RAW) format, 

conversion to the “TIFF” format is applied.
• If a photo has nonstandard orientation information, 

it is rotated.

Fig. 10. Diagram showing the import process of the descriptive 
data, scans and pictures

 The data import procedure starts automatically at 
a programmed time of the day, provided that changes 
in the input files compared to the previous import 
are detected under the scan process (Fig. 10). Newly 
provided records are validated, and in case of success 
(data conforming to the specification), they are placed 
in the database. After completion processing of all files, 
the statistical data related to the imported records are 
recalculated (updated), which allows for the prompt 
observation of new statistics on the portal. A report 
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• A photograph is protected by the following opera-
tions: cropping (frame of several pixels), population 
of EXIF data (EXIF 2021), at the end, a watermark 
and a hologram are implied.

• The photograph is saved as a pyramidal TIFF to 
ensure a more efficient serving of data to the portal.

• A thumbnail is generated for the prepared photo-
graph.

7.3. Software

 The AMUNATCOLL project is highly demanding 
in terms of the number and size of processed images. 
It is enough to mention that hundreds of thousands 
of images with a capacity of hundreds of terabytes 
were developed during the implementation of the 
design tasks. Therefore, due diligence was taken in 
selecting the appropriate software. As a result, the fol-
lowing open-source software was selected and used 
for graphic manipulation  in the importing process, 
processing and storing multimedia files: libvips (2021) 
and ImageMagick (ImMag 2021). Libvips is capable 
of processing large pictures with small memory utilisa-
tion since it does it piece-by-piece on small rectangles 
or groups of lines. Moreover, the processing can be 
conducted in parallel (threads are run on separate 
cores) mode, which leads to a better use of the full 
available computing power. AMUNATCOLL uses 
libvips to create  thumbnails and TIFF pyramid files. 
ImageMagick also prioritises the performance of 
conducted operations; thus, a multiple threads com-
putation is viable even on tera-pixel image sizes. As a 
result of a large number of possible operations, such as 
converting, filtering, and artistic effects, this software 
is used as an engine of graphic operations in many pro-
fessional solutions. In the case of AMUNATCOLL, it is 
primarily used to implement security measures related 
to the legal protection of shared graphics. It includes 
the aforementioned cropping of the image border, 
adding  EXIF metadata, applying a visible watermark 
and a hologram that is visible only after applying the 
decoding operation. Both applications are able to run 
on the Linux system and can be called directly from 
the command line, which is a favour of the AMUNAT-
COLL infrastructure and processing routine, and it is 
also crucial for the project prerequisites.

8. Data protection procedures

 Digitised resources of the Faculty of Biology of 
the AMU are very valuable assets resulting from the 
work of many people for several months of the project 
lifetime. In the event of their loss as an outcome of a 
failure of the storage system where the data are intended 
to be stored, their restoration would be extremely dif-
ficult, if not impossible. Therefore, the key issue is to 

ensure adequate protection measures by implementing 
procedures that ensure the performance of backups. 
This allows us to reinstate resources and restore the 
full functionality of the system. As already mentioned 
in the AMUNATCOLL system, we deal with two types 
of data: metadata and graphic data in the form of scans 
and photos. Therefore, two different approaches were 
used, which considered the nature of working with the 
system and the resources available. Metadata describing 
the specific features of the collected specimens were 
stored in a database and were especially prepared for 
this purpose. Two-level data protection is used here. The 
first level is the registration of changes to individual 
records. In the case of a record change, its previous 
version is saved in the database with the annotation 
describing who and when the change was made. This 
allows us to restore the contents of the record, e.g., in 
case of a mistake. Another type of database content pro-
tection is to perform regular snapshots of the database. 
This is done automatically at least once a day at night 
when modifications have been detected. This way, the 
different versions of the database are preserved from 
many months back. A slightly different approach has 
been designed and implemented for iconographic data. 
Due to the considerably greater data capacity compared 
to metadata, the number of copies has been limited to 
three. The first copy is the data directly used by the 
AMUNATCOLL system for daily operational work. 
The second and third are backups run only in case of 
an emergency. The difference between them is that the 
second copy is stored on the disk system in the same 
location as the main copy, while the third is a geographic 
copy. In the case of the second copy, its physical proxi-
mity facilitates the process of possible data recovery 
after the failure. Locating the third copy on another 
system makes it resistant to much more serious threats, 
such as fire or flooding.

9. Conclusions

 The creation of a uniform IT system in the AMU-
NATCOLL project ensures interoperability, commu-
nication with other databases, and the possibility of 
creating applications based on it that allow for multi-
dimensional data analysis, including geoinformatics. 
Moreover, it allowed for equipping the research team 
of the project with tools enabling effective work on 
digitised  biological resources and opening up coope-
ration with other entities implementing projects in 
the field of biodiversity. It should be noted that the 
guarantee of the durability of the operation and further 
development of the system is provisioned by hardware 
infrastructure and organisational facilities brought by 
the project partner Poznan Supercomputing and Net-
working Center (PSNC 2021).
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 It worth emphasising that the challenges defined in 
the AMUNATCOLL project, especially in the field of 
data processing, are among the most demanding. This 
is due both to a specific quantitative indicator (over two 
million records), as well as a capacity indicator (hund-
reds of terabytes of multimedia). This work focuses 
on the presentation of the essential elements of the 
AMUNATCOLL system related to the description of 
digitised objects, their storage both during development 
and for later sharing for operational purposes, and the 
preparation and use of dedicated tools for the automa-
tion of work supporting effective processing.
 The metadata structure needed to store taxonomic 
data was based on the ABCD standard and extended 
with fields specific to the project requirements. The 
design and structure of the database as also individual, 
addressing the needs related to the storage of descriptive 
data, as well as information on iconography and sup-
porting the functionality of the portal. Carrying out the 
digitisation process on such a large scale with the par-
ticipation of a large team would not have been possible 
without technological support. For this purpose, a set 
of tools and infrastructural, application and procedural 
solutions supporting these activities were developed. 
Not only logistical issues but also the different nature 

of the data being processed (concerning specimens or 
iconography) were taken into account. The need to 
properly secure the results of the work carried out was 
done in developing appropriate backup procedures that 
would allow the system to be properly restored in the 
event of technical problems.
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