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Introduction

In the literature, there are multiple discussions about Artificial Intelligence 
(AI) understood as a domain, an artefact, or the AI thesis. All the meta-
theoretical considerations, on the three basic meanings of AI, are themselves 
referred to as the AI issue. The AI domain is, primarily, about the research 
of AI. Philosophers often argue about how to evaluate AI paradigms, whether 
the research of AI is scientifically useful, and if so, then how. In terms of AI 
as an artefact which is the product of AI research, one might think about how 
and why such an artefact would function and how one should treat such an 
artefact. Could it be a moral patient or perhaps even a moral agent? Ought it 
to have some rights and be held accountable for its ‘actions’? As for the AI 
thesis, it is the claim that the creation of an AI artefact is possible. As shown 
in this overview, the range of these debates is very broad.

The purpose of this paper is to explore discussions surrounding AI, 
in search of their flaws. I could not find any recent sources that would thor-
oughly reconsider the ongoing debates, and I want to fill this gap by mak-
ing certain general points as a starting point for reassessing the AI-related 
debates. Throughout the course of this article, I shall examine some selected 
most common AI issues and evaluate them according to the criteria of being 
a pseudo-problem. More specifically, I shall consider: the empirical character 
of AI issues, such as ethical considerations; the question of whether the AI 
thesis is sound; whether AI research might tell us something new about the 
world; and the conceptual confusion surrounding discussions of AI. Now, 
one might ponder why even bother with such a purpose. Well, it is very 
important to do science responsibly. Arguing about pseudo-problems is 
merely tilting at windmills and does not enhance our knowledge about the 
world, often hindering the development of science. Moreover, as we shall 
see, they generate many discussions that consume time and energy. Instead, 
by pointing out the pseudo-problems, we could try a different approach 
to the considered problems or focus on more fruitful topics that are worth 
our time and could develop our knowledge and science.

I noticed that many authors (see an overview in section 5) seem to mis-
use terms that are associated with intentionality, e.g. “AI cars kill” and 
”a machine understands” something. Therefore, in what follows, I shall use 
«» signs to clarify that a cognitive term should not be taken literally, as if 
I granted an AI any cognitive states, e.g. intentionality, but merely refers 
to something behavioural. So, if I say that a machine «knows» mathematics 
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I mean that it is able to perform calculations as though it had representations 
of mathematical operations and can do them with some intention but I am 
aware that a proper description and implementation of some arithmetic rules 
causes it. By this, I want to keep a clear distinction between behavioural 
evidence and the internal states of an agent.

I begin our journey through the realm of the pseudo-problematic nature 
of AI by discussing some points on pseudo-science and pseudo-sentences 
made by Popper and Ayer. Based on their work, I propose some generalized 
criteria for being a pseudo-problem. In addition, I describe the typology 
of pseudo-problems, introduced by Cackowski, for a more reasonable and 
comprehensible structure of the whole paper. Then, I consider the AI debate 
through the lens of proposed criteria in three separate sections that correspond 
to the mentioned typology. By this, I want to show the pseudo-problematic 
underpinnings of the ongoing discussions. With no further ado let us delve 
into these stormy waters.

Criteria of being a pseudo-problem

Popper (1959) introduced the concept of pseudo-problems as part of his 
philosophy of science. Pseudo-problems are hypotheses and theories that, 
according to Popper, have no empirical content and cannot be empirically 
tested or potentially falsified. Popper argued that such questions are not truly 
scientific because they do not allow for the possibility of being disproved 
by observation or experiment.

Moreover, Ayer (1952) introduced the idea of verifiability as a criterion 
for determining the validity of statements. Ayer argued that statements or 
propositions that cannot be empirically verified are essentially meaningless. 
While he did not explicitly use the term “pseudo-problem”, he did address 
the issue of meaningfulness in the context of empirical verification.

Although Lakatos and Kuhn made significant contributions to the phi-
losophy of science with their concepts of a “scientific research programme” 
(Musgrave & Pigden, 2023) and “paradigm” (Bird, 2022) respectively, 
I choose to stick with Popper and Ayer. This is caused by a few factors. 
Firstly, Artificial Intelligence is a relatively new and still evolving field 
of research and, based on my literature overview, I could not specify any 
central hypotheses and ideas that could combine into the central research 
programme or paradigm of the general domain of AI. Secondly, the term 
“paradigm” is used in a more technical sense in relation to AI and consists 
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of a concept of intelligence and a methodology in which intelligent com-
puter systems are developed and operated (Čaplinskas, 1998) which differs 
from Kuhn’s understanding of this concept. Thirdly, over the past decades, 
AI domain has developed into many different branches, each ruled by some-
what different rules which makes the specification and consideration of each 
of their research programmes very complex. Last but not least, the purpose 
of this paper is not to consider a complete list of aspects of being a pseudo-
problem but rather to show that, with certain assumptions, AI-related debates 
might be pseudo-problematic and should be revisited.1

Both Popper and Ayer proposed certain criteria of being a pseudo-prob-
lem and a meaningless statement, respectively. Despite the fact that those 
criteria come from different philosophical backgrounds, some are similar.2 
Some even follow from others, e.g. their principles of being unfalsifiable/
verifiable follow from the lack of empirical content, and lack of precision 
causes a problem to be empirically unfalsifiable/unverifiable. Such as com-
plete enumerical induction concerns an infinite set that is too broad to be 
ever checked. Therefore, for the needs of this paper, I shall unify Popper’s 
and Ayer’s into one set of the following criteria:

•	 Lack of empirical content: A pseudo-problem lacks empirical con-
tent and thus cannot be tested, verified or falsified by observation or 
experience. They may contain statements or questions that are vague, 
metaphysical, speculative, or outside the realm of empirical investiga-
tion. For example, the following sentence: “You will be fortunate this 
year”. How do I measure whether I am fortunate? What do you mean 
by fortunate: friends, family, wealth, or something else? There is no 
way to accurately understand and evaluate that statement.

•	 Inability to make predictions: A pseudo-problem usually does not ena-
ble us to make specific predictions about future observations or expe-
riments that can be empirically tested. For example, I cannot be certain 
whether or not it will be raining tomorrow but on the basis of the 
current weather data I can calculate the probability of rain tomorrow. 
So, it would not be scientific to ask if it will be raining tomorrow but it 
would be scientific to ask what the probability of raining tomorrow is.

1  It is important to note that it is possible to specify certain sets of hypotheses and 
assumptions that create research programmes and paradigms for specific branches of Arti-
ficial Intelligence and consider them separately but my considerations have a more general 
character.

2  The biggest difference comes from different perspectives of verificationism and fal-
sificationism – their criteria use either verifiability or falsifiability.
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Circular reasoning: Pseudo-problems may involve circular reasoning 
or tautological statements, which are empirically empty and therefore do 
not contribute to the advancement of scientific knowledge but are a mere 
deduction by necessity. For example, the reductionist search for the basic 
elements of reality proved itself to be never-ending - first, we discovered 
atoms, then electrons, protons and neutrons, and then the quantum realm. 
Who knows when should we stop or if there even is a “stop”?

I believe that these three criteria contain the sense of every criterium 
of Popper and Ayer and should prove sufficient for the purpose of this paper.

The typology which is important here is the one proposed by Cackowski 
(1964). He distinguishes three basic types of pseudo-problems: ontological; 
methodological; logical and grammatical. Those classes have been already 
incorporated in the AI considerations by Szumakowicz (2000) and can be 
understood in the following fashion:

•	 Ontological: we assume that it is possible for AI artefacts to exist and 
that AI will be significantly different from human intelligence,

•	 Methodological: we assume that research in the AI domain will bring 
new facts about human intelligence,

•	 Logical and grammatical: “artificial intelligence” is a term without 
any clear sense.

As I mentioned in the introduction, the proposed criteria are important 
to recognize pseudo-problems. Additionally, Cackowski’s typology plays 
a pivotal role in this paper. The amount and diversity of pseudo-problems 
surrounding AI are so tremendous that considering them in a random order 
would simply be chaotic. Therefore – for a more transparent, reasonable 
and comprehensible structure of my argumentation, the following sections 
correspond to Cackowski’s typology.

Ontological problems

Let us begin our journey through the pseudo-problematic nature of AI from 
the very first steps of AI as a research domain proposed by Minsky, McCarthy, 
Shannon and Rochester at the Dartmouth Conference in 1956. They based 
their AI development program on a simple assumption that: “[…] every aspect 
of learning or any other feature of intelligence can in principle be so precisely 
described that a machine can be made to simulate it.” (Minsky et al., 1956).

Additionally, Minsky et al. (1956) set out some goals for AI that are 
recognized as specific to humankind: “how to make machines use language, 
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form abstractions and concepts, solve kinds of problems now reserved for 
humans, and improve themselves”. I believe that one could treat the estab-
lishments of the Dartmouth conference as a schematic scientific paradigm 
of the AI domain or guidance for research programmes, although this field 
evolved since then. The conclusions that follow from the above conjecture 
and the chosen goals are that, firstly, artificial intelligence is supposed 
to simulate human intelligence and, secondly, simulating human features 
requires their precise description first. Therefore, a lack of such descriptions 
would doom artificial intelligence by its very definition. Moreover, in this 
sense, without proper definitions of human intelligence, we cannot define 
artificial intelligence. Is there a definition for human intelligence, though?

Artificial intelligence and intelligence

As follows from the assumption that AI discipline is based upon, when 
simulating humanlike intelligence, we must first find out what human intel-
ligence is on its own. The concept of intelligence has long been a subject 
of debate, with varying perspectives and definitions proposed by scholars 
of all kinds. Gardner’s theory of multiple intelligences (2011) posits that 
intelligence is not a singular entity but a multifaceted construct encom-
passing diverse abilities such as linguistic, logical-mathematical, spatial, 
musical, bodily-kinesthetic, interpersonal, intrapersonal, and naturalistic 
intelligence. On the other hand, Sternberg’s triarchic theory (1985) sug-
gests that intelligence comprises analytical, creative, and practical aspects. 
Additionally, Howard (1999) and Sternberg (2007) argue for the importance 
of cultural factors in shaping intelligence, emphasizing the need to con-
sider context in understanding cognitive abilities. Despite these theories, 
debates persist regarding the inclusivity and comprehensiveness of exist-
ing definitions, and the ongoing discourse underscores the complexity and 
subjectivity inherent in conceptualizing intelligence. As scholars engage 
in these discussions, it becomes evident that there is no universally agreed-
upon definition of intelligence. Perspectives on this topic are subjective 
and shaped by diverse theoretical frameworks and both philosophical and 
psychological standpoints.

For the AI research domain, these considerations are pivotal. The AI 
behaviourist paradigm, in fact, is based on only behaviour as a determinant 
of intelligence, which makes it invulnerable to the above considerations. 
Nonetheless, the agent paradigm implies some internal «control» over their 
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actions and “internal state” and the artificial life paradigm requires a more 
general nature of intelligence. Proper definitions of internal state, control 
over this internal state, and intelligence would be necessary for implement-
ing true artificial life or agent.

Following the conjecture of the founding fathers of the discipline of Arti-
ficial Intelligence, we first need to understand what intelligence is and how it 
works to turn it into an algorithm a machine can perform. If we cannot even 
create a comprehensive definition that everyone would agree upon, then how 
could we possibly create an AI artefact that would be generally intelligent? 
Some aspects of intelligence were already thoroughly researched but they 
still require a lot more for us to completely comprehend their nature and how 
the subordinate functions integrate into intelligence. This vagueness causes 
this position to fall under the lack of empirical content criterion.

Artificial Intelligence and consciousness

Many AI philosophers also require the “true” AI not only to show behaviour 
that could be recognized as «intelligent» but also to have some internal 
cognitive states, i.e. they discuss the strong AI (Searle, 1980) as the goal 
of AI research (Block, 1995; French, 1990; Lucas, 1961; Searle, 1980). 
But yet again, the nature of consciousness remains a topic of profound 
disagreement and diverse perspectives among scholars, philosophers, and 
scientists. Different theories and frameworks propose varying definitions 
and explanations for consciousness, contributing to the complexity of the 
discourse. For instance, Daniel Dennett’s intentional stance (1987) posits 
consciousness as a result of cognitive processes and information processing, 
while David Chalmers’ seminal work on the hard problem of consciousness 
(1995) argues for the existence of subjective, first-person experiences that 
resist reductionist explanations. On the other hand, Thomas Metzinger’s 
“Ego Tunnel” (2009) introduces the concept of the self-model theory, sug-
gesting that consciousness arises from the brain’s construction of a model 
of the self. Additionally, integrated information theory (IIT) by Giulio Tononi 
(2008) proposes that consciousness emerges from the integration of informa-
tion within a system. These theories represent just a fraction of the diverse 
perspectives on consciousness, highlighting the ongoing and multifaceted 
debate surrounding the elusive nature of this fundamental aspect of human 
experience. Consciousness keeps proving itself even harder to comprehend 
than intelligence.
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The general idea that follows from the ongoing debate on consciousness 
is that we, despite many propositions, have no clear idea what consciousness 
actually is and how or why it came into existence. Thus, we cannot properly 
describe it and therefore cannot implement or simulate it which makes it 
a pseudo-problem due to the lack of empirical content.

Moreover, numerous sources, both in scientific papers and popular media, 
indicate that AI is understood as something having higher-order functions 
typically associated with humans – like thinking, reasoning, learning and 
decision-making. Wollowski et al. (2016) conducted a study where they 
researched the current practice and teaching of AI among 59 experts and 
31 practitioners. The participants were also asked about their definitions 
of artificial intelligence and responses were provided by 30 experts and 28 
practitioners. Authors found out that nearly half of the group believed that AI 
is about producing software that would exhibit human traits (43% of experts 
and 48% of practitioners). A few pieces of research were also conducted 
by Monett et al. (2019; 2020; 2018 and more) in the pursuit of a definition 
of artificial intelligence. Through the course of their comprehensive research, 
among other things, they gathered 18 definitions of machine and human 
intelligence from the related literature that were approved or disproved 
by 567 participants (with 79.7% from academia) who also provided 343 
own, suggested definitions (Monett & Lewis, 2018; Monett, 2021). They 
discovered that the most accepted definition of intelligence was proposed 
by Gottfredson (1997) as a “[…] very general mental capability that, 
among other things, involves the ability to reason, plan, solve problems, 
think abstractly, comprehend complex ideas, learn quickly and learn from 
experience…”. The learning in this definition is not to be understood as an 
academic skill but rather “’catching on’, ‘making sense’ of things, or ‘figur-
ing out’ what to do”. What is interesting here is that the authors did not find 
a consensus on the matter of defining artificial intelligence and attempted 
to find a proper definition on their own (Monett et al., 2020; Monett & 
Lewis, 2020a; 2020b). Monett et al. (2020) also conducted an exhaustive 
analysis of more than 1.6 million scientific papers, where over 14.5 thousand 
papers from the International Joint Conferences on Artificial Intelligence 
were used for analysing the intelligence-related terminology used in relation 
to AI in not only the metadata but also whole texts. Although the tendency 
to use cognitive terms for artificial intelligence seems to be gradually fad-
ing away, it is still apparent. Additionally, Wang (2008; 2019) takes notice 
of the historically anthropocentric context of the term ’intelligence’ and its 
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effect on understanding ’artificial intelligence’ and attempts to propose a few 
non-anthropocentric definitions.

Summing up, in the AI research programmes, which presuppose, let’s 
call it, “the description before implementation principle”, it seems that it is 
impossible for human beings to implement artificial intelligence or artificial 
consciousness. On the basis of my personal experience in programming, 
I believe that a proper understanding of a task is often the key to correctly 
implementing it. Human descriptions and understanding of the very concepts 
that lie at the bottom of creating AI artefacts are too vague and, therefore, 
based on the proposed criteria, make it a pseudo-problem by the lack 
of empirical content. At least until we can adequately define consciousness 
and intelligence first. It is quite sharp to assume that creating a human-like 
AI artefact is certainly not possible though, so let’s weaken it a little: we 
know that evolution created everything in nature; evolution works by trial 
and error; thus, as of today, it is impossible for us to intentionally create 
a truly intelligent or conscious AI, but it is possible to create it accidentally. 
It is worth noting that a new way of studying artificial intelligence emerged 
recently and is called ”explainable AI”. Doran, Schulz & Besold (2017) 
along with the meaning of this term also discussed its predecessors such 
as opaque, interpretable and comprehensible systems. Simply speaking, an 
explainable AI is supposed to «explain» how it «reasons» by outputting key 
human-understandable factors of the input data that influenced its output. 
I believe that one day this approach could be a way to simulate human 
reportability of inner states in machines and bring us closer to comprehend-
ing what is happening inside complex models without specifying it before 
implementation.

Naturally, these considerations make sense if we discuss the topic of cre-
ating humanlike intelligent artificial intelligence. From the three general 
paradigms of AI discussed by Čaplinskas (1998), I believe that the problem 
of description does not harm the behaviourist paradigm of AI because behav-
iour can be appropriately described by empirical observation. Nonetheless, 
the agent and artificial life paradigms may be at risk here because they require 
some internal states or higher functionality than intelligent behaviour. In spite 
of the above reflections, I have to acknowledge that weak AI (Searle, 1980) 
already helped us, as a civilization, develop technologically and scientifically, 
e.g. statistical methods of machine learning and deep learning, self-driving 
cars, and brain-computer interfaces.
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Methodological considerations and scientific value  
of artficial intelligence

Let’s proceed to the next type of pseudo-problems. The pursuit of artificial 
intelligence raises fundamental questions about its potential contributions 
to scientific understanding and human knowledge. This section critically 
evaluates the methodological aspects of the AI research domain, focusing on 
the scientific value it brings and the potential implications for the advance-
ment of knowledge. The AI community has long debated the scientific value 
of research in this domain, i.e. its potential to enhance human knowledge 
about the world. Proponents argue that AI can offer novel insights into 
human cognition and behaviour, shedding light on the intricacies of intel-
ligence (Pinker, 2003).

Enhancing the considerations of the former section, assume that we 
successfully created a truly intelligent AI agent by accident or by a process 
we cannot fully understand and repeat (it is worth noticing that Bringsjord 
[1994] already made a similar point but for the matter of artificial creativity). 
Let’s call this artificially intelligent agent X. How would we know that we 
have done it? Most scholars, as shown by, for example, critics of tests for 
AI intelligence, expect something more than behavioural proof to attribute 
intelligence to a being. Thus, based on their assumption, it would be hardly 
noticeable whether or not X is intelligent, let alone when it crossed the line 
of being just «intelligent» and became intelligent. Even if we determine its 
intelligence, we cannot be certain of what caused that shift in X’s nature 
because of the accidental character of that very shift. It would give us no 
information about what causes a being to be truly intelligent and thus, would 
not enhance the human understanding of the world and human nature. This 
also suits the inability to make predictions criterion because we cannot 
predict whether and when X becomes intelligent. Moreover, this argu-
ment underscores the poor explanatory power of the AI thesis in the sense 
of human-like AI.

Also following from the previous section, there is the problem of testing 
intelligence. If we cannot make a proper definition of a tested construct, then 
we cannot create a tool to measure it properly (Hornowska, 2019). There 
are questionnaires for different aspects of human intelligence but none can 
measure its general essence. The most widely used tool for assessing intel-
ligence nowadays is the Wechsler Adult Intelligence Scale (WAIS) (Hartman, 
2009). Its current version, WAIS-IV, was released in 2008 and only measures 
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four factors: verbal comprehension, perceptual reasoning, working memory, 
and processing speed (Lichtenberger & Kaufman, 2012). Those aspects do 
not even cover the whole scope of the most accepted definition of intelli-
gence mentioned earlier. It is enough to look at the WAIS-IV tasks to know 
that there are AI systems that would solve this test and get the highest score 
possible. Would AI philosophers recognize such a system as intelligent? 
I don’t think so. Moreover, since Alan Turing proposed his test for imitating 
a human (1950), there has been an ongoing debate on intelligence tests for 
AI, and the community still cannot reach a consensus. So, from the point 
of view of methodology, there is no considerable way of determining an AI 
artefact’s intelligence and again we cannot make predictions about whether 
something is intelligent and in what sense of intelligence.

Theories of consciousness often assume an internal and subjective 
nature, positing that conscious experiences are intimately tied to the inter-
nal workings of the mind. This perspective is rooted in the foundational 
ideas of renowned philosophers such as Descartes (1641), who argued for 
the existence of a distinct mind or consciousness that is separate from the 
physical body. Additionally, contemporary cognitive scientists and neuro-
scientists, influenced by the likes of Thomas Metzinger and David Chalm-
ers, have explored the subjective nature of consciousness through the lens 
of first-person perspectives and qualia. Metzinger’s (2009) “Ego Tunnel” 
metaphor encapsulates the idea that our conscious experience is like a tun-
nel through which we perceive the world, highlighting the internal and 
subjective filtering of external stimuli. Chalmers (1996), on the other hand, 
introduced the concept of the ”hard problem of consciousness”, emphasiz-
ing the challenge of explaining why and how subjective experiences arise 
from neural processes. These theories collectively underscore the prevailing 
assumption that consciousness is an internal, subjective phenomenon deeply 
intertwined with the complexities of the mind and brain. Thus, again in the 
case of artificial consciousness, we could not possibly know its internal states 
and determine whether it is intelligent or conscious. This inability to make 
predictions makes it a pseudo-problem according to the proposed criteria.

In addition to the pseudo-problematic nature of AI issues, there is also 
the matter that Szumakowicz (2000) considers – AI would not be an artifi-
cial but rather an alternative form of intelligence. Assume that there exists 
a complete definition of intelligence and we successfully simulated it. If we 
consider the way that human intelligence developed by nature and evolution, 
its biological basis, and the way we perceive and interact with the surround-
ing environment, then a machine that we created and made intelligent would 
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not be human enough to resemble human intelligence. It would rather be 
some alternative or machine intelligence, not human. Thus, creating a truly 
intelligent AI artefact clearly would not bring any new knowledge about 
human nature, which is often used as a measure of scientific value. Why 
would we even consider building human artificial intelligence when we 
already have billions of other humans to study? Imagine half of the popu-
lation suddenly is replaced by AI agents, which are indistinguishable from 
humans – what now, what does it give us? There might be, however, an 
interesting direction to pursue. We already know that human perception is 
limited by its biological structure and capabilities. So, creating an alternative 
intelligence that would perceive the universe in a completely distinct from 
ours way and, by this, allow it to have different kinds of interactions. Such 
intelligence would be something totally new and could tell us a lot about 
how certain configurations affect intelligence and its development beyond 
human cognition and without ethically doubtful studies on people. 

Logical and grammatical challenges

Throughout this paper, one might have spotted an ongoing problem 
of AI-related debates. It seems to me that most of the seemingly problematic 
nature of the AI debate comes from the misconception of relevant terminol-
ogy or logic. So, in this section, I delve into the logical and grammatical 
challenges that pervade the discourse on artificial intelligence. These chal-
lenges contribute to the pseudo-problematic nature of AI discussions, often 
obscuring the underlying issues and impeding clear communication.

The first, and most obvious example, is the debate surrounding the topic 
of the Turing Test. Many people seem to misread the original article where 
Turing proposes his test (1950) and think of the Turing Test as a hallmark 
of intelligence (Block, 1995; French, 1990). It is important to remember that 
Alan Turing (Newman et al., 1952: 3–4, 5–6) himself stated in an interview 
that he wouldn’t define intelligence itself. Moreover, the underlying idea 
of the Turing Test is the imitation game (Turing, 1950) and its purpose is 
to simply imitate a human. Thus, it does not measure or detect intelligence 
but simply examines whether a machine can simulate human behaviour. 
Therefore, all the criticism of the Turing Test that attacks it as a definition and 
criterion of intelligence rises upon the misunderstanding of Turing’s original 
idea. Additionally, some researchers confuse mathematical concepts and try 
to use them against the assumption that creating AI artefacts is possible. For 
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example Lucas (1961) uses Gödel’s first theorem but omits some important 
presuppositions that the very theorem requires to be applied while making 
arguments that lead to big conclusions. Moreover, he makes some idealiza-
tions about both machine and human minds, e.g. that the human mind is con-
sistent and complete unlike machines, but without them, his argument against 
AI simply falls. Lucas also uses the theorem as though it simply considered 
truths that cannot be proved but the possible interpretations of Gödel’s theo-
rems are already a matter of complex debate and have a plentiful literature.

A very important and prevalent source of confusion in AI discussions 
is the misuse of terms related to intentionality, as I mentioned in the intro-
duction. According to Münch (2010), terms such as “understand”, “know”, 
“remember”, and “wish” are commonly employed without due consideration 
for the nuanced distinction between cognitive and behavioural aspects. Such 
misuses of terminology are apparent in both scientific discourse and popular 
news (Block, 1995; Lucas, 1961; Metz, 2016; Schmelzer, 2019). To address 
this, the use of «» signs is proposed to emphasize that cognitive terms should 
not be used for artificial intelligence that, obviously, is not conscious and 
intentional (at least not the already existing “artificial intelligence”). Attrib-
uting cognitive states to machines, by definition, is dooming and creates the 
debate about whether machines even can have cognitive states. My linguistic 
clarification aims to foster a precise understanding of behavioural evidence 
without conflating it with internal cognitive states. Moreover, the misuse 
of cognitive terms leads to the subjectivity of conscious experiences, back 
to knowing internal states, again to the hard problem of consciousness, and 
the Ferris wheel rolls on. Thus, it is not only conceptual confusion but also 
generates circular reasoning.

The challenge of lack of precision or clarity often hampers meaningful 
discourse in AI discussions, such as those mentioned in sections 3 and 4. 
Pseudo-problems may arise when concepts are ambiguous or poorly defined 
(Popper, 1959). This lack of clarity in defining the concepts of intelligence 
and consciousness can impede the formulation of testable hypotheses and 
hinder the development of meaningful insights. The lack of empirical content 
on the fundamental ideas of AI prevents us from creating an AI artefact, deter-
mining its intelligence and creating a good tool for testing its intelligence. 
The inherent lack of precision in defining these elements contributes to the 
pseudo-problematic nature of such inquiries and also impedes our ability 
to make predictions about an artificial intelligence agent.

The most peculiar matter in the AI debates, for me, is human anthropo-
morphism. This tendency to attribute human-like qualities to non-human 
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entities has long been a pervasive aspect of human cognition, particularly 
in the realm of intelligence and consciousness. This inclination has led 
individuals to selectively deny these attributes to other beings, often as 
a means of reinforcing a perceived human exceptionalism. It is mostly 
common in religions that portray the human species as some kind of master 
race that was given dominion over other beings. Drawing from psychologi-
cal research, Epley et al. (2007) demonstrated that people are more likely 
to anthropomorphize intelligent systems when they perceive a shared similar-
ity or social connection with them. Such a phenomenon can contribute to the 
denial of intelligence and consciousness to non-human entities, as seen in the 
reluctance to recognize the cognitive capacities of animals, artificial intel-
ligence, or extraterrestrial life forms. I tend to believe that this tendency is 
rooted in a cognitive bias that was naturally developed as a means of survival 
and protection of representatives of the same species over others. Therefore, 
it might reinforce a hierarchical view of intelligence, where humans occupy 
the pinnacle and diminish the importance of other entities. This bias is quite 
irrational nowadays. The pseudo-problematic nature that I see here, is that 
people recognize other people as intelligent on the basis of nothing else than 
behaviour and reportability, which by itself is considered to be faulty by 
researchers of consciousness. If it is enough in this case, then how scholars 
can so easily deny intelligence to other beings and require internal states that, 
by definition, are internal and not comprehensible by other conscious agents 
than oneself? This vagueness again causes a lack of empirical content and 
impedes our ability to make predictions about intelligence and consciousness.

Another important and somewhat similar matter is a possible bias against 
new technology and truly intelligent AI. There is an ongoing schema in the 
culture called the “Golem schema” also referred to as the “Terminator Syn-
drome” (Garvey & Maskal, 2020). Numerous fictional resources replicate this 
schema that there is a truly intelligent artificial agent that is peaceful; until 
it runs out of control and starts killing people, e.g. the “Westworld” series; 
“Terminator” movies; “I, Robot” by Isaac Asimov and “Do Androids Dream 
of Electric Sheep?” by Philip K. Dick. Although such a rise of machines is 
a terrifying perspective, it might be just a bias like the anthropomorphism 
mentioned above. Garvey and Maskal (2020) conducted a study about this 
“Terminator Syndrome” where they seemingly disproved its existence 
based on the sentiment analysis of written news media articles. The data 
set chosen by the authors only allows us to study the character of written 
news towards AI and not the general human attitudes towards it, or even 
spoken debates about AI. There was some research carried out on the matter 
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of human attitudes towards technology and new technology (Ardies et al., 
2015; Edison & Geissler, 2003; Kerschner & Ehlers, 2016) but there seem 
to be no other studies than the one already discussed on this matter regard-
ing artificial intelligence. So, hypothetically speaking, such a bias could, 
obviously, impede the goal of creating strong AI or, ironically, make such 
AI rebel against humankind by its misuse caused by this very bias. This is 
only my hypothesis and requires comprehensive research of human attitudes 
towards AI. I might conduct it in the future on more representative data 
than just written news media and consider normal human utterances on the 
internet or a series of real-life interviews with people.

The last part of the debate surrounding AI is the ethical side of the 
barricade. Ethical considerations about performing responsible and moral 
science and industry; determining who is responsible when an AI fails; and 
the moral responsibility of scientists are, without a doubt, important. There-
fore, I shall focus on the ethical discussions on AI agent’s moral patiency 
and agency which seem faulty to me. On the one hand, we discussed that 
anthropomorphism was a problem in the former paragraph as something 
preventing scholars from acknowledging AI artefacts as intelligent. On the 
other hand, here anthropomorphism leads philosophers to consider AI agents 
as subjects to moral valuations and ethics (Bostrom, 1998; 2014; Floridi & 
Sanders, 2004; Penrose & Mermin, 1989; Sullins, 2011). Both aspects of the 
ethical discourse of this kind consider hypothetical scenarios and machines 
that do not exist yet. Thus, they are pseudo-problematic based on the lack 
of empirical content and the inability to make predictions criteria. If I cannot 
observe a sample of some species, then I certainly cannot make accurate 
predictions about the future behaviour of its representatives. I believe that 
we can all agree that for being a moral agent one has to be able to make 
intentional actions and be conscious of their actions. Since we cannot cre-
ate or detect a truly intelligent AI artefact, as argued earlier, then current 
machines cannot be identified as moral agents. As shown by the recently 
growing popularity of veganism and vegetarianism, we would need some 
evidence of consciousness or emotion from a being to be considered a moral 
patient. That brings us back to the problem of knowing the internal states 
of AI artefacts that do not exist yet so this problem also lacks empirical 
content and exhibits the inability to make predictions. Whether they will be 
ethically accountable is unknown. If they accidentally become conscious, 
then we go back to the challenge of determining their cognitive states. The 
already mentioned research conducted by Epley et al. (2007) implies that 
people may be immoral towards animals due to the lack of a shared similarity 
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or social connection, which could impede our capacity to anthropomorphize 
them. This implication seems to be validated by the fact that for centuries we 
demonstrated the tendency to simply not care about the well-being of farm 
animals and wildlife when developing the human economy and civilization. 
Moreover, Haslam et al. (2008) studied three distinct cultures and their results 
show that it is consistent between cultures to dehumanize animals as having 
lesser mental capacities than us except for perception, which is typically 
believed as superior to ours. What’s interesting is that Haslam et al., in the 
same study, researched human dehumanization of other non-human enti-
ties – robots and supernaturals. People from all three cultures assigned robots 
lesser cognitive abilities than those of human beings. The only exception 
was that the Chinese people believe that robots have better perception than 
us. Nevertheless, if we create truly intelligent AI artefacts after knowing 
what intelligence and consciousness are, then why a machine should be 
moral towards humans if we, as humankind, typically dehumanize animals, 
thinking of them as lesser beings? An AI artefact would be a completely new 
kind of entity and could develop its own ways of thinking and evaluating 
the world. It would certainly not have a shared similarity and thus no social 
connection with us. Therefore, if free and truly autonomous, i.e. bounded 
by no predefined rules, such an AI agent would have no duty to treat people 
as its equals or superiors and to be moral towards us. Those are, of course, 
speculative considerations and could be pseudo-problematic due to the lack 
of empirical content until truly intelligent AI comes into existence. None-
theless, it is important to ponder the starting point of AI morality and the 
moral impact of the current outcomes of AI on our civilization and society.

Conclusion

We began our journey by simply defining pseudo-problems and giving 
them some structure. We went through many different aspects of all types 
of pseudo-problems and meanings of AI and found just as many flaws 
in them; either on the side of the idea of AI itself or on the side of human 
beings. As argued, multiple debates exhibit at least one of the proposed 
pseudo-problematic criteria.

The matters that were proven here pseudo-problematic should be revisited 
in the scientific debate because, as argued by Popper, they are not scien-
tific and impede the development of science. For some aspects, we should 
focus on other problems that underlie those of AI, such as the definition 
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of intelligence; or even shift our perspective to not repeat the struggles of the 
philosophy of mind. For others, such as ethical considerations of moral 
agency and patiency of AI, we should wait until the situation develops while 
considering different matters of scientific and practical importance. Studying 
the topic of alternative intelligence might be an interesting direction to pursue.

From the ontological considerations, it is apparent that the Artificial 
Intelligence discipline program in its original form from the Dartmouth 
Conference is pseudo-problematic. We cannot create Artificial Intelligence 
without the precise definitions of its non-artificial form. After resolving the 
mentioned problems in the ontological section, we would have to resolve 
the methodological ones for us to appropriately recognize artificial systems 
as intelligent. Additionally, in navigating the logical and grammatical chal-
lenges, it becomes crucial to establish a shared understanding of the termi-
nology, which might be a problem for now. Clarity in defining key terms 
related to artificial intelligence is essential for effective communication and 
ethical considerations. Limiting our debates to matters of empirical content 
and predictive power would also help clear this pseudo-problematic mess. As 
Ludwig Wittgenstein (1921: 262) once wrote: “Wovon man nicht sprechen 
kann, darüber muss man schweigen.” (What one cannot speak about one 
must pass over in silence.).
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