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Abstract: This article examines common translation errors that occur in the
translation of legal texts. In particular, it focuses on how German texts
containing legal terminology are rendered into Modern Greek by the Google
translation machine. Our case study is the Google-assisted translation of the
original (German) version of the Constitution of the Federal Republic of
Germany into Modern Greek. A training method is proposed for phrase
extraction based on the occurrence frequency, which goes through the Skip-
gram algorithm to be then integrated into the Self Attention Mechanism
proposed by Vaswani et al. (2017) in order to minimise human effort and
contribute to the development of a robust machine translation system for
multi-word legal terms and special phrases. This Neural Machine Translation
approach aims at developing vectorised phrases from large corpora and
process them for translation. The research direction is to increase the in-
domain training data set and enrich the vector dimension with more
information for legal concepts (domain specific features).

Keywords: computational linguistics; legal terminology; legal translation;
Neural Machine Translation; Self Attention Mechanism; short and long-
distance dependency n-grams; skip-gram algorithm.

SELF ATTENTION KAI ®PAXEIX [I0Y ENXQMATQNONTAI XTO
SKIP-GRAM: N-TPAMMATA XE KONTINH KAI MAKPINH
EEAPTHXZH I'TA XQMATA NOMIKQN KEIMENQN

Hepilnyn: Avto to GpbBpo e€etdlel cvvnOn PETAPPAUOTIKA GPAAUATA TOV
GNUEIDVOVTOL KOTA TN HETAPPOOT VoKDV Keyévoy. Edwkdtepa, gotidlet
GTOV TPOTO WE TOV OTOI0 aT0didel 0TO VEN EAAVIKG 1 UNYOVI LETAPPACTG
¢ Google yeppavikd keipevo mov mepéyovy vouiky oporoyio. H pelém
TEPIMTOONG OV YPNGYLOTOIOVHOL APOPA TN HETAPPUCT] TNG TPMTOTVTING
(Yeppovikng) ekdoyng tov Xuvvtdypoatog s Opoomovdlakng Anpokpatiog
¢ leppoviog ota véa eAANVIKA, HEGH TG unyovig petdppaong tg Google.
ITpoteivetan o péBodog exmaidevong yoo v eEaywyn epdcemv PAcEL ™G
SLYVOTNTAG ELPAVIONG TOVG, 1 otoia diépyeTar amd Tov alyopiduo Skip-gram
v vo evoopatmbel katomy otov Mnyoviopd Avtonpocoyng (Self Attention
Mechanism) Twv Vaswani et al. (2017), Tpokeyévov vo, EAaY1GTOTOMGEL TV
avOpamivn mpoomdBelo Kot vo ovpuPdiel otnv avdmtuén €vog 1ovPon
GUOTNUATOG UNYOVIKNG UETAPPACTS Y10, TOAVAEKTIKOVG VOUIKOVG OPOVG Kol
EWIKEC @pacelc. Avti M wPoodyylon, o610 TwAoicwo TG NeELPOVIKNAG
Mnyavikng Metdepoong, amookonel vo avamtOEel S10VUGUOTOTOUNIEVES
epaoelg omd peydho oopoto Kot vo Tig emefepyootel pe otoéyo
petdppacn. H épevvd pog xatevbbvetar mpog v adénNon Tov cuVOMK®OV
dedopévav  exmaidevong evtog dedopévov  Ogpotikod mediov kol va

319



Panagiotis G. Krimpas and Christina Valvani: Attention Mechanism...

EUTAOVTIGEL T SLOVUGLOTOTOMUEVT] S10GTOCT| LLE TEPLOCOTEPES TANPOPOPIES
Yo voptkég vvoteg (1010itepa Yo paKkTnPLoTIKd Tov Bepaticod mediov).

AéEarc-kherdrd: aiyopdpog skip-gram; v-ypaupato o€ KOVTvi) Kot LOKpPv
e£APTNON; VEVPOVIKT] UNYOVIKT] UETAPPUOT); VOUIKY HETAQPOOCT); VOUIKN
opotoyia; self attention mechanism; vroloyiotiky yYAwocoloyia.

SELF-ATTENTION-MECHANISMUS UND SKIP-GRAM
EINGEBETTETE PHRASEN: N-GRAMME IN NAH- UND
FERNABHANGIGKEIT FUR RECHTSKORPORA

Zusammenfassung: Dieser Artikel untersucht hiufige Ubersetzungsfehler,
die bei der Ubersetzung von Rechtstexten auftreten. Insbesondere geht es
darum, wie deutsche Texte mit juristischer Terminologie von der Google-
Ubersetzungsmaschine ins Neugriechische iibertragen werden. Unsere
Fallstudie ist die Google-gestiitzte Ubersetzung der deutschen (originalen)
Fassung der Verfassung der Bundesrepublik Deutschland ins Neugriechische.
Fir die Extraktion von hdufigen Phrasen wird eine Trainingsmethode
vorgeschlagen, die den Skip-Gram-Algorithmus durchlduft und wird dann in
den von Vaswani et al. (2017) vorgestellten
Selbstaufmerksamkeitsmechanismus integriert, um den menschlichen
Aufwand zu minimieren und zur Entwicklung eines robusten maschinellen
Ubersetzungssystems fiir Mehrwortrechtstermini und -phrasen beizutragen.
Dieser Ansatz der neuronalen maschinellen Ubersetzung zielt darauf ab,
vektorisierte Phrasen aus groBen Korpora zu entwickeln und sie zur
Ubersetzung zu verarbeiten. Unsere Forschungsrichtung besteht darin, den
doméneninternen Trainingsdatensatz zu erweitern und die Vektordimension
mit mehr Informationen um Rechtskonzepte (doménenspezifische Merkmale)
anzureichern.

Schliisselworter: Computerlinguistik; juristische Terminologie; juristische
Ubersetzung; n-Gramme von Nah- und Fernabhingigkeiten; neuronale
maschinelle Ubersetzung;  Self-Attention-Mechanismus;  Skip-Gramm-
Algorithmus.

1. Introduction

This article examines common errors that occur when machine-
translating legal texts. In particular, we discuss legalese translated
from German into Modern Greek with focus on how the Google
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Translation™ machine renders German legal terms, term elements,
appellations and special phrases (hereinafter: legal language units)
into Modern Greek at sentence level. Our case study is a Google-
translated Modern Greek version of the German (original) text of the
Constitution of the Federal Republic of Germany, the so-called
Grundgesetz fiir die Bundesrepublik Deutschland (Bundesministerium
der Justizz Bundesamts fiir Justiz, http://www.gesetze-im-
internet.de/gg/GG.pdf), hereinafter referred to as the GBD Parallel
Text Corpus. We test the accuracy of sentence-level Google
translation by comparing, in two adjacent columns, the target text
sentence with the source text sentence generated by Google Translate
in order to detect specific error types whose study may lead to steps
and suggestions for a more sensitive Machine Translation. The errors
of the automatic tool were identified within the corpus and were then
analysed and classified according to specific criteria (see below in this
unit). As explained by Stanistaw Gozdz-Roszkowski (2021: 1524):

“The influence of corpus linguistics methodology on how legal
phraseology has been investigated extends beyond technological
advances in text processing. Rather, corpus linguistics phraseology
has paved the way for new and innovative studies which have begun
to reveal the potential for investigating various roles and functions
performed by different multi-word units in legal discourse.”

Our study falls under what is called corpus-driven approaches
(Tognini Bonelli 2001: 84-100), given that we make no prior
assumptions and our source of information is the corpus itself (Gozdz-
Roszkowski 2021: 1517). The utility of web legal resources as legal
corpora has been discussed and supported by various scholars (e.g.
Giampieri 2018), while the same is true of the relevance of machine-
translation research for legal translation, especially for paedagogical
purposes (e.g. Wiesmann 2019).

Since the 1990s there has been a shift from the dominant rule-
based methods to statistical approaches. Following this background,
deep learning goes further down, and gradually becomes the de facto
technique of the mainstream statistical landscape (Liu et al. 2017).
Neural Machine Translation (Kalchbrenner and Blunsom 2013) has
demonstrated impressive performance in recent years. In this article
we propose a training method for multi-word legal language unit
extraction that goes through the Skip-gram algorithm (Mikolov et al.
2013) to be then integrated into the Self Attention Mechanism
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(Vaswani et al. 2017); this process can minimise human effort and
contribute to the development of a robust machine translation system
for multi-word units. The aim of this Neural Machine Translation
approach is to develop vectorised phrases from large corpora and
process them in a way novel for translation.

After a thorough review of the machine translation output,
some error types have been recorded, largely based on existing
categorisations (Tezcan, Hoste and Mackel 2017; van Brussel,
Tezcan, and Mackel 2018: 3800-3803; Krimpas 2017b: 79-96) by
distinguishing between fluency and accuracy errors (Tezcan, Hoste
and Mackel 2017). The error types recorded in our sample, adapted
from Tezcan, Hoste and Mackel (2017), are as follows (our
adaptations/additions appear in square brackets; the abbreviation TRM
stands for ‘term’):

Accuracy errors

e Mistranslation
o Multi Word Expressions (MIS-MWE) [MIS-
MWE-TRM]
o POS
Sense (MIS-SE) [(MIS-SE-TRM)]
Mistranslation of verb tense and voice, number
(nouns) (MIS-TVN)
Partial (MIS-PA)
o Semantically unrelated (MIS-SU) [MIS-SU-TRM]
e Do not translate (DNT) (words have been translated
unnecessarily e.g. for proper names)
e Untranslated (UT) [German Word/-s (GW)]
e Addition (AD) [AD-TRM]
o Content Word
o Function Word
e Omission (OM) [OM-TRM]
o Content Word
o Function Word

(e}

(e}

o]
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e Mechanical (non-meaning errors e.g. punctuation)
(MECH)

Fluency errors

e Grammar (GR)
o Word Form (WF)
o Word Order (WO)
Extra Word(s) (EW)
Missing Word(s) (MW)
Multi Word Syntax (MWS)
e Lexicon (LEX)
o Nonexistent (LEX-NE)
o Lexical choice (LEX-CH) [LEX-CH-TRM]
[Phrase Lexical Choice Term (PH-LEX-CH-
TRM) and Partial Phrase Lexical Choice Term
(PPH-LEX-CH-TRM)]
e Orthography (ORTH)
e Multiple errors (MULER)

(@]

(e}

(e}

To alleviate the translation errors documented in this research we
propose a better, enriched version of the Skip-Gram and Self
Attention mechanism proposed by Vaswani et al. (2018), where we
modify the System so as to process legal and, in general, special
multi-word units. In general, we make use of the Pointwise Mutual
Information (PMI) (Bouma 2009) method (bigram extraction) (see
Figures 1, 2, 3) and of the Short and Long-Distance Dependencies
Extraction Algorithm (SLDDEXxAI) before inserting our words into the
Skip-gram algorithm (Mikolov et al. 2013); then we insert the output
vectors into the Self Attention Mechanism for more meaning, in
which case the words become re-embedded. Attention is a concept
that has helped improve the performance of NLP applications (Jay
Alammar, jalammar.github.io, Visualizing machine learning one
concept at a time, article posted June 27, 2018), including Machine
Translation.

We also extend the Skip-gram model (Mikolov et al. 2013) by
customising it to our needs. This paper largely incorporates a Self
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Attention model that takes into account n-grams in relation to the
predicted word. We begin with searching for bigrams, trigrams and
tetragrams (hereinafter n-grams) to then embed them with Skip gram
for better results (Mikolov et al. 2013). Then we train the System in
the Self Attention Mechanism in order to develop vectorised n-grams
(bigrams, trigrams, tetragrams in short and long-distance dependency).

In short, unit two presents all categories of errors in legal
language units with examples extracted from the corpus. Their
classification helps identify weak points of the translation tool with
special focus on legal language units. Unit three discusses ways of
automatic extraction of both bilects and multi-word units in short and
long distance dependency. In unit four Skip-gram training takes place
in order to obtain embeddings with more meaning. Unit five describes
the attention mechanism with the new elements and how exactly the
n-grams are integrated for correct translation purposes. Unit six
records the proposed mechanism’s steps as well as new proposals.
Unit seven summarises by presenting advantages and disadvantages of
our proposal.

2. Error documentation

The difficult-to-process character of legal language units often results
in pronounced discrepancies in both human and machine translation,
the DE > EL language pair being no exception.

To reflect the actual will of the legislator it is vital for the
legal terminology used in the target language (TL) to cover the same
conceptual areas as the source text (ST). In practice, however, the
attempt to find legally equivalent terms is not always straightforward
due to the asymmetry of legal systems (Dubéda 2021: 61, 68, 69;
Prieto Ramos 2021: 175-176), even if they belong to the same family
of law, as is the case with the Greek and the German ones. At times
the asymmetry can be purely terminological-semantic rather than
conceptual, but this can be equally problematic for the legal translator
(Krimpas 2017a).

Tables 1-27 below show examples of n-grams, some of which
are interdependent with other, correctly translated units in the
sentence, while others are semantically mistranslated independently of
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context. Context is included whenever appropriate. All examples
given below are taken from the aforementioned GDB Parallel Text
Corpus (see unit 1). This corpus comprises approximately 5,000 pairs
of sentences, whose translation into Greek was carried out at the
sentence level by Google Translate; approximately 300 sentence pairs
out of them were translated by both Google Translate and a human
translator; the examples below come from this particular subset. The
tables show sentence parts that are essential to illustrate machine
translation errors; whole sentences are given only when necessary.
Units involved in one or more machine translation errors were
manually extracted. Underlined text in the first row of each table
(source text) shows translational correspondence with underlined text
in the third row of each table (target text), as a way to highlight text
involved in the machine translation error. The second row of each
table shows the machine-translated target text, accompanied by the
error code (see unit 1). In cases of clear correspondence between the
first and third row there is no underlining.

Tables 1-11: Examples of unigrams involved in context-dependent errors

Grundgesetz fiir die Bundesrepublik

1. Source text: Deutschland

Google translation: Baowdg vopog (MIS-SE-TRM)

Correct rendering: Yovraypo

2. Source text: (weggefallen)

Google translation: (eyxoroAeipOnke) (MIS-SE-TRM)

Correct rendering: (katapyfqOnke)
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Source text:

Jeder Deutsche hat in jedem Lande die

gleichen staatsbiirgerlichen Rechte und
Pflichten.

Google translation:

xopa (MIS-SE-TRM)

Correct rendering:

on6GTOVO0 KPUTioo

Source text:

....Soweit der Bundesrat ihm zustimmt.

Google translation:

Bundesrat [...]. (GW(s)+ MIS-SE-TRM)

Correct rendering:

Opoomovorakd Zvpfoviio

Source text:

den Wasserhaushalt

Google translation:

ool0y1o vepov (MIS-SE-TRM)

Correct rendering:

dwayeipion (TOV) VOATIVOV TOPOV

Source text:

[...] zwei Jahren nach der Durchfiihrung
der Volksbefragung ein [...]

Google translation:

TPOYLLOTOTTOIN GO TOL ONUOYNPIGLATOC
(LEX-CH-TRM)

Correct rendering:

oeEaymyn Tov oNpoYNPicRaTOg
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Source text:

Oberster Gerichtshof fiir die in Absatz 1
und 2 genannten Gerichte ist der
Bundesgerichtshof.

Google translation:

Opocmnovdaxd Akactipro (OM-TRM)

Correct rendering:

Opnoomovolokd AKVPpMOTIKG AtkaoTI|pLo

Source text:

Kunst und Wissenschaft, Forschung und
Lehre sind frei.

Google translation:

dwpeav (LEX-CH-TRM)

Correct rendering:

eLe00epeg

Source text:

Ihre Griindung ist frei.

Google translation:

H gyxatdotoon cag (LEX-CH-TRM)

Correct rendering: H idpvoi g

Source text: (WVollzitat:)

Google translation: (Iwpeg  amoonacua:) (PPH-LEX-CH-
TRM)

Correct rendering: (mMmpes mapadepa:)
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Bundesrecht bricht Landesrecht.

11. | Source text: . .
(a context-independent unigrams)

O opoomovdakdg vopog mapafidlel Tov.
kpatwcd vopo. (MIS-MWE-TRM)

Google translation:

To opoomovorako dikaro mapafraler To

Correct rendering: Ay
TOMTEWOKO dikaro

Tables 12-19: Examples of bigrams involved in short-distance dependency
errors

12. Source text: daB} ein billiger Ausgleich erzielt,

Google translation: @OV amopiwon (MIS-MWE-TRM)

Correct rendering: £0L0Y0 GCUPYNPLONG

Die konkurrierende Gesetzgebung erstreckt
sich auf folgende Gebiete

13. Source text:

avtayoviotikn vopobesio (MIS-MWE-

Google translation: TRM)

Correct rendering: SUVTPENOVGA VOROOETIKY] 0PIOdLOTITO

Den unehelichen Kindern sind durch die
Gesetzgebung die gleichen Bedingungen fiir ihre
14. Source text: leibliche und seelische Entwicklung und ihre
Stellung in der Gesellschaft zu schaffen wie den
ehelichen Kindern.

[...] mapdvopo Tondid [...] vopupe moudié. (MIS-

Google translation: MWE-TRM)

[...] Tékva ekTég Yapov [...] Tékva yevwnuéva

Correct rendering: o€ yapo
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Source text:

(+++ Textnachweis Geltung ab: 14.12.1976
+++)

Google translation:

(+++ H anddeién oyvet and: 14.12.1976
+++) (MIS-MWE-TRM)

Correct rendering:

H mapovoa ekdoyn T€Onke o€ 100 amd:
14.12.1976 +++

Source text:

Zur Wahrung der Einheitlichkeit der
Rechtsprechung ist ein Gemeinsamer Senat
der in Absatz 1 genannten Gerichte zu
bilden.

Google translation:

[...] ouotopopoio tng voporoyiag, [...]
pewtn ovykpovon [...] (MIS-MWE-TRM
+ LEX-CH-TRM)

Correct rendering:

[...] eviaiov yapaxTipa TG voporoyiag
[...] Meilov Olopérero

Source text:

Sie soll hierbei ihre Auffassung darlegen.

Google translation:

[...] é&nynoet v anoyn g (MIS-MWE-
TRM and LEX-CH-TRM).

Correct rendering:

[...] kaTaOiTer T YvoOpN TNC.

Source text:

..... hat sich das Deutsche Volk kraft seiner
verfassungsgebenden Gewalt dieses
Grundgesetz gegeben.

Google translation:

AOY® TOV CLGTOTIKAOV TOV duvapewy (MIS-
MWE-TRM)

Correct rendering:

OVVANEL TG CUVTOKTIKIG TOV £E0Vaing
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Zwischen dem Antrage und der Wahl

19. | Source text miissen achtundvierzig Stunden liegen.

Google translation: va, vedpyovv (MIS-MWE-TRM)

Correct rendering: vo pecolrafoivv

Tables 20-27: Examples of phrases or sentences with words involved in
short- and long-distance dependency errors

Der Verlust der Staatsangehorigkeit darf nur
auf Grund eines Gesetzes und gegen den
Willen des Betroffenen nur dann eintreten
[...] (LEX-CH-TRM)

20. Source text:

H andlrea g Bayéveag pmopet va cupPet
[...] NRTDNL)

Google translation:

Correct rendering: H ordiera g W0ayéiverog exépyeton |...]

Im Falle eines vorsitzlichen VerstoB3es kann

21. Source text: auf Entlassung erkannt werden.

1 amdlvon unopei va avayvoplotet. (MIS-
MWE-TRM)

Google translation:

Correct rendering: pmopei va 10l o€ dwobeopétnra.

Frauen vom vollendeten achtzehnten bis zum
vollendeten fiinfundfiinfzigsten Lebensjahr

22. Source text:

omd TNV NAKio TOV SEKAOKTM £mC TNV NAKIO TV
nevivia — [Téunto. (MIS-MWE-TRM and EW(s))

Google translation;

HE oOpTANPOREVI] NAKIQ 00 OEKOOKT® £MG

Correct rendering: TEVIiVTO. £TGY
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Source text:

lhre hauptamtlichen Richter miissen die
Befihigung zum Richteramt haben.

Google translation:

Ot kpitég TAMPOVG ATUCYOANONG TPETEL VO
€lval KATAAANAOL Y10 VO VNPETOVV MO
kpuég. (MIS-MWE-TRM)

Correct rendering:

O1 41k TéEG TAMPOVS OTaGOANONG
TPEMEL VO £(OVV TNV IKAVOTNTA Avarinyng
TOV OIKUGTIKOU AELTOVPYNLATOC.

Source text:

Wehrpflichtige, die nicht zu einem_Dienst
nach Absatz 1 oder 2 herangezogen sind

Google translation:

2TPOTIOTIKOL TTOV JEV EUTAEKOVTOL GE
vaANPEcio

(MIS-MWE-TRM)

Correct rendering:

EniotpatovKinpmtoi mov dgv Kalovvran
v vaANPETGoLY TN OnTEia Tovg

Source text:

Die Verwirkung und ihr Ausmaf werden
durch das Bundesverfassungsgericht

ausgesprochen.

Google translation:

H xatdrtoon kot 1 £éktaon g o
exppaotel amd T0 Opoontovolukd
Tuvtayuatikd Awactipro. (MIS-MWE-
TRM)

Correct rendering:

H ékntmon dika®patog Kou o fadpoc
¢ ano@ucilovral amd T0 OpocmTovolaKo
YUVTOYROTIKO AlKaGTI|pLo.
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Gesetzesvorlagen werden beim_Bundestage
durch die Bundesregierung, aus der Mitte
des Bundestages oder durch den Bundesrat
eingebracht

26. Source text:

O1 Loyopuacpoi eiedyovtat oto_Bundestag
amd v Opoomovdaxkn KvBépvnon, and
Google translation: 10 kévipo tov_Bundestag 1 and to
Bundesrat. (LEX-CH-TRM and UT-
GW(s))

Ta vopooyéoro 16dyovtoL 610
Opoocnovoloké Korwvoffodrio amd tnv
Correct rendering: Opocnovdroxi] Kopépvnon, omé to fripa
10V Opoomovorakov Kowvopoviiov 1 anéd
70 Opocnovolokd Xvppoviro.

Gewdihlt ist, wer die Stimmen der Mehrheit
27. | Source text: der Mitglieder des Bundestages auf sich

vereinigt.

TO10G £YEL TNV_TAELOYNOI0 TOV LEADY TOV

Google translation: | g1 destag (UT-GW(s) and LEX-CH-TRM)

TO10G GUYKEVIPAOVEL TNV TAELOYNPId TOV
Correct rendering: peA@v T0v OpocTovoLuKeD
Kowopoviiov.

It should be borne in mind that in such cases translation quality
depends on the available pool of German legal texts having been
translated so far into Modern Greek (in this case not as many) by the
machine translator (in this case Google Translate), as well as on the
model used by the latter. An additional factor is whether the text to be
translated will be machine-translated at the word, sentence (as is here
the case) or whole text level.

A closer look at the above data suggests that areas where
syntax interference is detected show a high correlation with wrong
syntactic interpretation errors, occurring at the stage of decoding or
recoding of the syntactic structure of the text (we code them,
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respectively, as MWS, WO), while the areas where lexical
interference is detected are mainly associated with errors in decoding
or recoding of the semantics of the text (LEX-CH-TRM, MIS-SE,
MIS-SU).

There are also numerous language register-related errors in the
test text (we code them as LEX-CH-TRM); in such cases the texts
have been semantically, grammatically and syntactically correctly
rendered in Greek, but there is a register discrepancy with respect to
Greek legalese. Moreover, Modern Greek LSP is notorious for its
heavy learned element, which poses lexical, phonotactic,
morphological and syntactic difficulties even for native speakers
(Valeontis and Krimpas 2014: 49-54; cf. Krimpas 2019), a fact
reflected also in the translation of LSP texts, which becomes
particularly hard especially in institutional thematic areas (Valeontis
and Krimpas 2014: 21) such as law, economics, religion etc. This
linguistic landscape favours translation errors due to ‘non-recognition
of text-specific deviations from normal language usage’ (Wiesmann
2019: 137) (an error type that we code as MIS-SE, MIS-SU).

Finally, at various places in the test text there is some
indication of probable syntax interference of the source language. In
such cases, the meaning from the source text is not transferred to the
target text, a translation error that we code as MWS, WO.

In the above cases the difficulty of transferring the exact
meaning of the source language (German) into the target language
(Modern Greek) is obvious, either because the relative concept does
not exist in the target language, or because of intersystemic
differences, which often lead to wrong term choice or even non-
translation; such cases are coded as LEX-CH-TRM.

3. Pre-training of the corpus and n-grams mining

Mining n-grams is the automatic extraction of frequent phrases (Del,
Tattar, and Fishel 2018), such as multi-word terms and special
phrases, from a corpus. First, we POS tag, parse (syntactic
dependencies) (Klemen, Krsnik, and Robnik-Sikonja 2022),
lemmatise and tokenise the whole corpus and then extract bigrams,
trigrams and tetragrams, hereinafter referred to as n-grams (verbs,

333



Panagiotis G. Krimpas and Christina Valvani: Attention Mechanism...

nouns, adverbs, adjectives, participles and prepositions) to
subsequently take them as input into Word2Vec, in particular into the
Skip-gram algorithm, which generates vectorised words of high
dimensionality (Camacho-Collados and Pilehvar 2018) with more
meaning (see Figure 9). The threshold for the n-grams will be high, so
that high quality legal LSP words (especially with short- and long-
distance dependencies), phrases are extracted.

The mechanism for extracting frequent n-grams is as follows:
If x and y represent bigrams in the legal corpus, y follows x.
Whenever x and y appear together many times, the Pointwise Mutual
Information (PMI) (Bouma 2009) will have a high value (see Figures
1, 2, 3), while it will have a value of 0 if x and y are completely
independent, i.e. if they appear in different sentences (Moshe
Hazoom, Towards Data Science, article posted December 22, 2018).
This can be extended to three or four words e.g. a tetragram [a, b, X, y]
could collocate in a document by using the Short and Long-Distance
Dependency Extraction Algorithm (since the PMI formula is tailored
for pairs and combinations of two items).

E € Rlled

V| = vocabulary size

Figure 1: Embedding matrix after Word2Vec training (Moshe Hazoom, Towards Data
Science, article posted December 22, 2018).

p(x.y)

PMI(x;y) = log p(x)p(y)

Figure 2: Pointwise Mutual Information (PMI). PMI of concrete occurrences of x and
y (Moshe Hazoom, Towards Data Science, article posted December 22, 2018).

PMI helps us find bigrams in order to build phrase vectors and embed
them (Moshe Hazoom, Towards Data Science, article posted
December 22, 2018).
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(x,y)
log LX)
NPMI(x;y) = %

Figure 3: Normalised Pointwise Mutual Information of x and y (Moshe Hazoom,
Towards Data Science, article posted December 22, 2018).

Additionally, an n-gram could often co-occur in a sentence but in a
long-distance dependency (see Figure 8). With the aim of being able
to extract words that are also in a long- distance dependency but
syntactically related, we built a simple algorithm, the Short and Long
Distance-Dependency Extraction Algorithm (SLDDEXAI). First, the
corpus is processed and more specifically parsed, lemmatised, all stop
words are removed and all tokens per sentence are collected (from
within each sentence). Lemmata remain within the sentences they
belong to. Co-occurrence counting is only done at parser-defined
sentence boundaries. For example, if the word x co-occurs with the
word y in sentence s1, then this is registered by the algorithm. Every
sentence of the corpus where the word x appears is checked. If, at a
later point, the word x appears again in another sentence along with
the word y, then the algorithm adds this information to the frequency
count list.

In case the word y appears in sentences without the word X,
then the word y is not counted since we are only interested in its co-
occurrence with the word x. This process is repeated/iterated for all
lemmata in the corpus. Thus it is established which words frequently
co-appear at any distance within a sentence, while at the same time
their syntactical relation is detected by the parser. Some issues may
arise with respect to the automatic translation of eventual out-of-
domain parts of the corpus.
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Wehrpflichtige, dic nicht zu cinem Dienst nach Absatz | oder 2 herangezoger

nd. komnen 1m Verteidigungsfalle durch Gesetz oder auf Grund cines

Gesetzes zu ziviien Dienstleistungen fiir Zwecke der Vert;idigung
Schutzes der Zivilbevolkerung

Verpflichtungen i offentlich-rechtliche Dienstverhéltnisse :ind

mr zur  Wahmehmung  polizeilicher Aufgaben oder  solcher

| yectorized bi-zramas a unit | | vectorized bi-igramas a unit |

______________________

Figure 4: Examples of frequent n-grams for embedding them with one vector.

In particular, our system builds one vector for n-grams that collocate
(with high occurrence frequency) (see Figure 4). In a parsed text, the
system is able to know, inter alia, which words are related to each
other and focuses on extracting them as they often co-occur in a
sentence. We are not looking in the text for words with a specific
syntactical relationship between them, e.g. verb-subject, but for
frequently co-occurrence words that may have any syntactical
relationship with each other. For the aforementioned reasons we don’t
use the two generalizations for multivariate distributions of Pointwise
Mutual Information, presented by Tim Van de Cruys (2011).

4. N-gram embedding with Skip-gram

Word2vec can be applied to a big amount of data and Skip-gram
(Mikolov et al. 2013) is one of the unsupervised learning techniques
(it can work on any raw text) used to find the most relative words for a
given word (Mikolov et al. 2013), especially with infrequent words.
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Skip-gram predicts the context words from the target word and -in our
proposed approach- it can learn legal concept embeddings from
different data sources, including journals and legal narratives.
Creating representations for legal concepts by training the System
with legal corpora is highly recommended (domain adaption) (Diniz
da Costa et al. 2022).

In the output vector of Skip-gram there is semantic
information and representation of the relation between words, which is
not the case for one-hot representations. Then those n-grams are
inserted into Word2Vec (Mikolov et al. 2013) to be trained in the
Skip-gram algorithm (Mikolov et al. 2013). The algorithm will take as
input one-hot encodings which represent n-grams but will process the
collocating n-grams as one vector and the co-occurring ones
simultaneously. The architecture of Skip-gram is presented in Figure 5
below:

a pa

cBOwW Skip-gram

Figure 5: The Skip-gram model architecture
(Source: https://arxiv.org/pdf/1301.3781.pdf Mikolov el al., 2013)

Skip-gram is a simple Neural Network with only one hidden layer
(Mikolov et al. 2013). The input to the network is a one-hot encoded
vector representation of a target-word; all of its dimensions are set to
zero, apart from the dimension corresponding to the target-word (one-
hot representation). The output is the probability distribution over all
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words in the vocabulary, which defines the likelihood of a word being
selected as the input word’s context (Paula, Cambridge Spark, article
posted November 9, 2018). Figure 6 below illustrates the Skip-gram
model in more detail.

Output layer

Hidden laye
H

Input la;

i

-—

- REEEER) GEEEER)

Skip-Gram Mode!

a0

Figure 6: Skip-gram model architecture in detail (Doshi 2019).

With the SLDDEXAI we can extract n-grams and use them as one-
word (see Figure 4) vector for collocations and as multiple-word
vectors for short and long-distance dependencies (depending on the
number of words) (see Figure 8). This happens additionally to the one-
word vectors vocabulary. When two words appear at a distance then
they will be extracted as such and inserted together into the Skip-
Gram with a gap, e.g. “Verlust [...] eintreten” will be inserted as a
unit into the Skip-Gram. Skip-Gram will train the vectors by
simultaneously setting a window of two words left and right of each
word, the two words will be trained in the shared context of the words.
If four words do not appear between the two, then the system
automatically shrinks the window and adapts to those that exist.
Moreover, when a gap stands for more words, the system is still
trained on the basis of a two-word window, as is usual with Skip-
Gram.
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Window1 Window 2 Verlust GAP (of eintreten Window 1 Window 2
unknown
size)

Figure 7: Long-distance dependency legal term inserted in Skip-Gram.

After training in Skip-gram we have the embeddings with more
targeted meaning.

5. Self-attention mechanism

Most successful approaches to machine translation (e.g. Wu, Zhao,
and Li 2020; Bahdanau, Cho, and Bengio 2016; Vaswani et al. 2017
Gehring et al. 2017) rely on the availability of parallel corpora.
Supervised Neural Machine Translation (NMT) (Kalchbrenner and
Blunsom 2013) works with the encoder- decoder, where the encoder
reads the source sentence and produces its representation, which is
then fed to the decoder in order to generate the target sentence word-
by-word (Del, Téttar, and Fishel 2018) (see Figure 9). Cross entropy
loss is usually used as a training objective and beam search algorithm
is used for inference (Del, Téttar, and Fishel 2018). Such neural
models rely on vast amounts of parallel data. We employ the Self
Attention Mechanism as presented in Vaswani et al. (2017). The
closer the vectors are, the bigger the dot product is. By computing the
cosine similarity we find the similarity between vectors, and we can
also measure the Euclidean distance d for it.

5.1. Why self-attention in legal language

With respect to legal language units long memory might be regarded
as not required by a system of Neural Machine Translation, since they
can be one-word (simple or complex) terms, multi-word terms or
other multi-word (context-conditioned or fixed) special phrases. Legal
language, however, is pretty demanding as such and if ones wishes to
structure a mechanism that translates correctly while maintaining the
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language register and rendering it accordingly to the target language,
then the Self Attention Mechanism is quite appropriate. For example,
it is worth considering the German sentence: ‘Der Verlust der
Staatsangehorigkeit darf [...] eintreten’, which was Google-translated
as ‘H ondlewr g Bayévelng pmopei va ovpPei’. Although the
translation is perfectly understandable even with the general-language
verbal phrase pmopei va ocvpuPei ‘can/may happen’, the expected
wording in Modern Greek legal language would require the LSP verb
emépyeton ‘takes place’. In this case the participle is semantically
bound to the legal language. High attention is necessary, especially
due to the long-distance dependency between the two words.

Long-distance dependency
Der { Verlust|der Staatsangehorigkeit [...] eines Gesetzes [...] @ [..-}

Figure 8: Long-distance dependency unigrams.

To owkaiwua [...] eyyonuévo.

Example 1: A legal phrase showing that high attention is required due to the long
dependency between the words.

In this case the two unigrams will be simultaneously processed by
Skip-Gram (see Figure 7), while the created vectors of the
interdependent n-grams will result only from a context where such n-
grams co-occur. The numerical representation of such co-occurring
units will contain information of their shared context; the same will be
done in the target language during training.

5.2. Self-attention with n-grams

Self-attention (Vaswani et al. 2017) is a sequence-to-sequence
operation: a sequence of vectors goes in and a sequence of vectors
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comes out. The input vectorsare e.g. xI1,2,...xnand the
corresponding output vectors are yl,y2,...yn with a d dimension
(Peter Bloem, peterbloem.nl, article posted August 18, 2019). N-gram
embeddings are the mathematical expression of phrases and single
units (unigrams) (Jurafsky and Martin 2022).

The Self Attention mechanism (see Figure 9) is applied
unaltered, the only difference being that it accepts as input n-grams
embedded with the Skip-gram algorithm. The processing of words so
as to become vectors before being inserted into the Self Attention
mechanism is performed for both the source and the target language.
The mechanism enriched with the novel interventions and the exact
points of the latter are illustrated below.

T hed rig

Embed Vocabulary with _\
Skip-Gram algorithm.

T

Create Vocabulary= vectorised

unigrams + vectorised short-DD
extracted n-grams + vectorised

long-DD extracted n-grams. We proceed the same way
1 with the target language

text during training time.
Select and extract frequent bigrams
with PMI and/or select and extract
frequent n-grams with SLDDEXAI in
short and long-distance dependency.

?

Lemmatize, remove stop words,
parse, tokenise -sentnence level. _/

Figure 9: The proposed n-gram-extended Self Attention Mechanism (Vaswani et al.
2017) with Skip-gram, PMI (Bouma 2009) and SLDDEXAI.
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6. General implementation steps

After stating in detail the main points of the proposed mechanism and
the new suggestions, we list below the implementation steps in their
actual order, focusing on the proposed steps of the novel system. The
main process of the system is the following:

(1)
()

3)

(4)
()

(6)
()
(8)
©)

(10)

POS corpus annotation, lemmatisation, tokenisation syntactic
parsing and stop word list.

Creation of an algorithm for extracting short and long-
distance  dependencies  (Short and  Long-Distance
Dependency Extraction Algorithm).

Selection of frequent n-grams (bigrams, trigrams and
tetragrams) from the corpus by using the Pointwise Mutual
Information for bigrams (PMI) (Bouma 2009) method
(Moshe Hazoom, Towards Data Science, article posted
December 22, 2018) and/or SLDDEXAIl with a high
threshold. The system selects only nouns, verbs, adverbs,
adjectives, participles and prepositions.

Limitation of selection to n-grams with sufficient frequency
(Shang et al. 2018).

Embedment of all the unique words as well as the n-grams
(consisting of more words in short and long-distance
dependencies) from the vocabulary |V| with one-hot
representation, with a dimension of [1, | v | ]

Attribution of a single numerical representation to frequent
lexical collocating units.

Simultaneous insertion of frequent lexical co-occurring n-
grams (in short and long-distance dependency) into Skip-
gram and training thereof in their shared context.

Creation of an n-gram vectorised vocabulary | A% | .
Integration of the one-hot representations of the n-grams into
the Skip-gram algorithm (Mikolov et al. 2013).

Use of the Skip-gram implementation from the Word2Vec
model and of the Gensim library (Mikolov et al. 2013) to
train embeddings.

The output of the Skip-gram consists of meaningful vectorised n-
grams with only high frequency (Shang et al. 2018). The objective of
the Skip-gram is to maximise P(Vtarget|Vsource), the probability of
Vtarget being predicted as Vsource context for all training pairs in the
corpus. The n-gram vectors are the input vectors for the Self Attention
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Mechanism (Vaswani at al. 2017). This preparation is performed for
both languages and the words of the source and target language (see

Figure 9).

The main features of and requirements for our proposed model to be
functional can be summarised as follows:

1)
)
©)

(4)
()
(6)

(7)
(8)

(©)

(10)

(11)

Training with legal domain parallel corpora for performance
improvement.

Extension of the embedded words with features of legal
content. This minimises ambiguity to the extent possible.
Reliance on large corpora of legal domain containing
hundreds of thousands of documents to help deliver superior
performance (Shang et al. 2018).

Phrase learning from an unsupervised text (Del, Téttar, and
Fishel 2018).

Domain-independence (it can support multiple domains)
(Shang et al. 2018).

Development of a single numeric representation for
combining words (e.g. bigrams) (see Figure 4).

Data-driven approach.

Reward of frequent phrases, as frequency of the phrase
occurrence is important; e.g., if “A B” is frequent, then “A
B” is a phrase candidate.

Choice of high frequency since PMI (Bouma 2009) and
SLDDEXAI can reflect the frequency counts rather than the
quality of the phrases. The assumption is that if it appears in
the corpus frequently, then it is a quality multi-word
term/appellation/phrase.

Careful choice of minimum threshold for the selected phrases
(in a high rank) in order not to vectorise infrequent n-grams.
The set limit for common phrases mainly depends on the size
of the parallel Text Corpus and whether it is a domain
corpus.

Support of any language (language agnostic system).
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(13)

(14)

(15)

(16)
(17)
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Improvement of the neural-based translation system
capability by modelling both word and phrase (n-grams)
(Del, Tittar, and Fishel 2018).

Learning of phrase embedding by minimisation of the
semantic distance between translation equivalents and
maximisation of the semantic distance between non-
translation pairs (Zhang et al. 2014).

Introduction of the PMI (Bouma 2009) and SLDDEXAI
methods to generate phrase level memory in vector form.
Embedment of both the source and the target phrase with the
same vectors, having the same dimension. The idea for
phrase embedding has been picked up from LASER (GitHub,
Language-Agnostic Sentence Representations, updated July
6, 2022), where sentence embedding takes place.
Re-embedment of the vectors for more meaning.

Use of the Self Attention Mechanism as presented in
Vaswani et al. (2017).

7. Pros and cons of the proposal

In this article, which attempts to serve as a proposal for improving
legal translation at both the lexical and the structural level, we pull
existing methods and techniques together in a new way. Admittedly,
the main obstacle to the implementation of this novel proposal is the

lack of large

Modern Greek special text corpora, let alone parallel

ones. Anyway, some advantages of our proposal are the following:

(1)
()

3)
(4)
()
(6)
()
(8)

©)

It introduces LSDDEXAI.

Skip-gram processes frequent co-occurring vectorised words
simultaneously and trains them in their shared context.

It combines already existed methods and techniques in a
novel way.

It can be trained for any domain.

It deals with long-distance dependencies.

It is language agnostic.

It focuses in particular on the correct translation of multi-
word special phrases.

It contributes to overcoming the previously known errors in
Neural Machine Translation.

It limits the post-editing errors
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Beyond doubt, any model has also disadvantages, and the ones of our
approach are probably the following:

(1) There is no benchmark available.

(2) The model requires more time and space for training in
comparison with the original Self Attention Mechanism.

(3) In order for the performance to be enhanced, a vast amount
of data of legal content is needed, especially bilingual
parallel legal corpora for the German-Greek language pair.

8. Future work

In our proposed approach the existing phrase-mining potential is
complemented (since units connected meaning-wise but distant
syntax-wise are extracted as well) and the Pointwise Mutual
Information (PMI) method (Bouma 2009) is presented; this method
ranks the extracted phrases by their term frequency. We also extend
the Self attention Mechanism (Vaswani et al. 2017) with the Skip-
gram algorithm (Mikolov et al. 2013) and the embedded vectors by
adding domain specific (legal) features in order to eliminate semantic
ambiguities. Our method requires availability of domain parallel
corpora. Our baseline system follows principles of the Self Attention
Mechanism (Vaswani et al. 2017) where we integrate n-gram vectors.
The vectors for n-grams are learned as individual vocabulary entries.
Yet, the effect of legal phrase embeddings is still to be investigated.
The research direction is to increase the in-domain training data set
and enrich the vector dimension with more information for legal
concepts (domain specific features).
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