Epistemological aspect of topic modelling in the social sciences: Latent Dirichlet Allocation
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ABSTRACT: Aware of the challenges faced by the social sciences in publishing a massive volume of research papers, it is worth looking at a novel but no longer so new ways of machine learning for the purposes of literature review. To this end, I explore a probabilistic topic model called Latent Dirichlet Allocation (LDA) in the context of the epistemological challenge of analysing texts on social welfare. This paper aims to describe how the LDA algorithm works for large corpora of data, along with its advantages and disadvantages. This preliminary characterisation of an inductive method for automated text analysis is intended to give a brief overview of how LDA can be used in the social sciences.

KEYWORDS: Latent Dirichlet Allocation (LDA), topic modelling, social sciences, social welfare, automated text analysis

INTRODUCTION

The mass “production” of scientific papers in the form of books, articles, chapters in collective monographs, research or post-conference reports represents, on the one hand, a positive effect of the researchers’ communication, but on the other hand, a severe challenge in reviewing and selecting their content. From an epistemological perspective, which deals with ways of knowing the world and studying knowledge about it, the inability to reliably review research findings is highly problematic. “The theory of knowledge and justification”, as epistemology is also referred to as such (Audi, 2003), needs to develop ways of meta-analysing the content of the products of scientific research, as well as methods of evaluating them. And since we live in a technologically networked society (Baranowski, 2021), in which mobile applications dominate, a systematic literature review must also include these digital footprints.
Since the review of research in a field is essential for the correct preparation of the research questions of a new project or the interpretation of results already obtained, therefore this “process is usually performed manually, which means that reviewers need to read thousands of citations during the screening phase, due to the rapid growth of the (...) literature, making it an expensive and time-consuming process” (Mo, Kountonatsios, & Ananiadou, 2015). Additionally, the influence of those reviewing the literature (reviewer bias) is another constraint, forcing the search for ways to overcome these limitations, hence “methods such as machine learning, text mining (Ananiadou, Rea, Okazaki, Procter, & Thomas, 2009; O’Mara-Eves, Thomas, McNaught, Miwa, & Ananiadou, 2015), text classification (García Adeva, Pikatza Atxa, Ubeda Carrillo, & Ansuategi Zengotitabengoa, 2014) and active learning (Wallace, Small, Brodley, & Trikalinos, 2010; Wallace, Trikalinos, Lau, Brodley, & Schmid, 2010) have been used to partially automate this process, in order to reduce the workload, without sacrificing the quality of the reviews” (Mo et al., 2015).

**BACKGROUND**

Let us take examples of publications on “social welfare” and “welfare state” exclusively from the Scopus database. Figure 1 below shows the number of papers published each year from 1948 to 2020 containing the words “social welfare” and “welfare state” in the texts’ titles, abstracts or keywords. Not only did the number of published texts start to increase rapidly at the end of the 1990s, but particularly in the context of social welfare, we are dealing with both a phenomenon addressed and defined differently by different disciplines (Baranowski, 2017, 2019, 2022a, 2022b; Forder, Caslin, Ponton, & Walklate, 2018).

![Figure 1. “Social welfare” versus “welfare state”
Source: own elaboration based on Scopus.](image-url)
Figure 2 provides information on the attribution of texts in which the terms “social welfare” or “welfare state” appear to particular subject areas. It turns out that while the welfare state is dominated by journals assigned to the social sciences (56 per cent), the situation is quite different regarding social welfare. In the latter case, the most significant number of publications were classified under medicine (34 per cent) and less than 25 per cent under social sciences. It is worth noting that Economics, Econometrics and Finance delineate a different subject area in the Scopus classification.

Given both the number of publications and the different thematic fields on social welfare, it cannot be ruled out that journals classified under Environmental Science or Business, Management and Accounting should not be included in approaches from, for example, sociology (Baranowski & Cichocki, 2021). This requires a lot of resources to conduct a literature review with researchers or advanced methods to analyse large data corpora. And this is where we come to LDA topic modelling.

**DESCRIPTION OF THE METHOD**

Let’s start with the fact that topic modelling is a “statistical method which aims to discover an abstract topic in a set of documents” (Pandur, Dobša, & Kronegger, 2020), and additionally, “it is an unsupervised machine learning technique because it does not require a training dataset or a predefined documents based on words or expressions with similar meaning” (Pandur et al., 2020). One of the most commonly used methods of this type is Latent Dirichlet Allocation (LDA), first introduced by Blei, Ng, and Jordan (2003). Importantly, LDA is actually a mixture of models because “documents are considered as a mixture of topics (Blei et al., 2003; Thomas Hofmann, 1999; Thomas Hofmann, 2001; Steyvers & Griffiths, 2007). They are also known as admixture because its segments are itself mixture of other segments (Heinrich, 2009)” (Chauhan & Shah, 2021).
LDA as a generative probabilistic topic model serves to “uncover latent semantic structures from a set of documents, \( D \). LDA models documents as discrete distributions over \( K \) latent topics, and every topic is modeled as a discrete distribution over the fixed vocabulary” (Syed & Spruit, 2018, p. 195). The latent semantic structure shown in Figure 3 expressed in terms of topics (\( \beta \)) is most salient about LDA yet elusive in manual coding. Applied to the social welfare data, \( \theta_d \) stands for topic proportions. However, let us remember that “\( \beta, \theta, \) and \( Z \) are unobserved, and the goal is to determine them from the observed variables (i.e. the words within the documents)” (Syed & Spruit, 2018).

The entire generative process of determining themes (topics) follows the following pattern (Syed & Spruit, 2018):

1) For every topic \( k = \{1, \ldots, K\} \)
   a) draw a distribution over the vocabulary \( V \), \( \beta_k \sim \text{Dir}(\eta) \)
2) For every document \( d \)
   a) draw a distribution over topics, \( \theta_d \sim \text{Dir}(\alpha) \) (i.e. per-document topic proportion)
   b) for each word \( w \) within document \( d \)
   i) draw a topic assignment, \( z_{d,n} \sim \text{Mult}(\theta_d) \), where \( z_{d,n} \in \{1, \ldots, K\} \) (i.e. per-word topic

\( \alpha \) – Dirichlet priority parameter (distribution per document/topic)
\( \theta_d \) – proportion of topics in the article \( d \)
\( Z_{d,n} \) – assigned topic to \( n \)-word in article \( d \)
\( W_{d,n} \) – the observed word \( n \) in the article \( d \)
\( \beta_k \) – word distribution
\( \eta \) – Dirichlet priority parameter (distribution per topic/word)

Figure 3. Graphical representation of LDA topic modelling
assignment)

ii) draw a word $w_{d,n} \sim \text{Mult}(\beta z_{d,n})$, where $w_{d,n} \in \{1, \ldots, V\}$

Based on these guidelines, the distribution of latent and observable variables takes the form of the following equation:

$$p(\beta_K, \theta_D, z_D, w_D | \alpha, \eta) = \prod_{k=1}^{K} p(\beta_K | \eta) \prod_{d=1}^{D} p(\theta_d | \alpha) \prod_{n=1}^{N} p(z_{d,n} | \theta_d) p(w_{d,n} | z_{d,n}, \beta_{d,k})$$

This way, from substantial text datasets, we can generate a certain number of central topics with associated authors, journals and metadata on, for example, the number of citations of each document.

**DISCUSSION**

Text mining methods such as LDA topic modelling offer researchers systematic content analysis for large data sets for such “a soft, wide and complex subject domain as Welfare” (Wormell, 2000, p. 203). However, the palette of available analysis tools originally developed in computer science, advanced statistics and computational linguistics is much broader (Figure 4).

![Figure 4. Types of automated text analysis](source: own elaboration based on Günther and Quandt (2016, p. 76).
First of all, as can be seen from the figure above, automated text analysis has different methods that offer different solutions and require different workloads from researchers. Thus, deductive text analysis methods require the researcher to define the main categories manually even before the actual study begins. This requires time and money but, on the other hand, provides solutions for advanced content research. As the German researchers note, “sentiment analyses are well-known examples of this approach, evaluating the occurrence of positive and negative terms in a document based on a specific list (=dictionary)” (Günther & Quandt, 2016, p. 77).

More relevant from the perspective of the purpose of this article are inductive methods, in particular LDA, or “a statistical model of language” (Mohr & Bogdanov, 2013, p. 547). Well, this type of method is “especially useful when a researcher has little knowledge on the contents of a document collection. When crafting a codebook for a manual content analysis, setting up a dictionary, or specifying rules to extract text features are not feasible, fully automated approaches are a valuable aid to get to know more about the documents’ contents” (Günther & Quandt, 2016, p. 77).

![Figure 5. Topic modelling applied to social welfare on a trial basis](Source: own elaboration.)
Let’s look at ten training-generated topics in analysing tens of thousands of abstracts of documents indexed in the Scopus database. Generating these topics required several preparatory steps, such as data cleaning, modelling and parameter setting, because “LDA-techniques belong to the general approaches known as ‘bag-of-words’, which amounts to treating every document as an unordered list of tokens (usually but not necessarily individual words or common phrases)” (Baranowski & Cichocki, 2021, p. 11). All this to obtain—as Evans and Aceves (2016, p. 23) put it—“a wealth of socio-logically relevant data”.

The ten topics generated can be interpreted in light of additional data, such as journal type, main discipline, authors’ affiliation, citations, or funding institutions. A secondary cluster analysis can also be performed to group the themes. In Figure 5, two themes, i.e. (1) health—care—life—risk—disability and (2) child—family—women—poverty—employment, are closely related, while others show weaker coherence.

Those working with social welfare issues can use LDA to map an entire thematic area or explore a particular part of it. It all depends on the objectives and research strategy (McFarland et al., 2013; Pääkkönen & Ylikoski, 2021).

CONCLUSIONS

Thomas S. Kuhn, in *The Structure of Scientific Revolutions* [1962] (1970, p. 10) defined “normal science” as “research firmly based upon one or more past scientific achievements, achievements that some particular scientific community acknowledges for a time as supplying the foundation for its further practice”. However, for real progress in science, a radical change is also needed in these “past” achievements, which, although they have contributed to the expansion of knowledge in a particular field, at a certain point become an inadequate perspective for the study of reality.

Given, as Fiona Williams, Jennie Popay and Ann Oakley (2014, p. 2) put it, “a new framework for social research in the welfare field”, it is worth reflecting on ways of exploring the phenomenon of “social welfare” in ways that deviate from accepted patterns of practice. And this is by no means about the political-economic context of the determinants of social welfare, which—there is no doubt about it—still determines the critical determinants of institutional varieties of state interventions. This article is not only part of a critique of the narrow (especially prevalent in the USA) understanding of the concept of welfare, about which Joe R. Feagin (1973, p. 321) wrote almost five decades ago that “what many politicians and commentators have in mind when they speak of ‘welfare’ are (...) public assistance programs” (cf. Hadley & Hatch, 2019; Plant, 2019). This article aimed to highlight the richness of the themes behind social welfare using LDA topic modelling.
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