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Abstract: This paper presents the results of a study to determine the potential of radar imaging to detect classes of 
built-up areas defined in the Urban Atlas (UA) spatial database. The classes are distinguished by function and build-
ing density. In addition to the reflectance value itself, characteristics such as building density or spatial layout can 
improve the identification of these classes. In order to increase the classification possibilities and better exploit the 
potential of radar imagery, a grey-level co-occurrence matrix (GLCM) was generated to analyse the texture of built-up 
classes. Two types of synthetic-aperture radar (SAR) images from different sensors were used as test data: Sentinel-1 
and ICEYE, which were selected for their different setup configurations and parameters. Classification was carried 
out using the Random Forests (RF) and Minimum Distance (MD) methods. The use of the MD classifier resulted in an 
overall accuracy of 64% and 51% for Sentinel-1 and ICEYE, respectively. In ICEYE, individual objects (e.g. buildings) 
are better recognised than classes defined by their function or density, as in UA classes. Sentinel-1 performed better 
than ICEYE, with its texture images better complementing the features of urban area classes. This remains a significant 
challenge due to the complexity of urban areas in defining and characterising urban area classes. Automatic acquisition 
of training fields directly from UA is problematic and it is therefore advisable to independently obtain reference data 
for built-up area categories.
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Introduction

Urban development can be structured, as an 
expression of rational urban policy, or uncon-
trolled, leading to chaotic suburbanisation, i.e. 
haphazard development and dispersed loca-
tion of buildings. These encourage spatial chaos 
and have a negative impact on the landscape. 
Economic, social and environmental factors re-
lated to the municipality’s own tasks are relevant 
here. The costs are borne by the municipalities in 
the area of the extensive development of techni-
cal infrastructure brought in after the investment 

is made or those associated with transport, long 
distances to work and services and negative 
environmental impacts. In order to counteract 
the above-mentioned impacts, efforts are being 
made to reuse urban space and move towards a 
compact city structure (Denis 2018).

Remote sensing images can capture the 
changes in urban areas but besides just visual 
observations it also can provide quantification 
and more detailed information on the impacts of 
those changes (SDG 2015). Built-up density maps 
can provide valuable additional information 
for assessing population distribution within the 
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urban area (Molch 2009, GHSL 2022). Accessible 
and widely used satellite optical data, although 
intuitive and commonly applied, have their lim-
itations. Radar data, which are more difficult to 
interpret, require additional pre-processing and 
appropriate software. However, urban mapping 
can benefit from this type of data since built-up 
structures induce strong backscatter and thus can 
be distinguished well on radar imagery (Molch 
2009). The different scattering effects on anthro-
pogenic objects, including buildings, roads or 
other impervious surfaces, make these surfac-
es identifiable and distinguishable. In addition, 
the speckle effect, which gives the impression 
of noise, is an accumulation of many scatter-
ing mechanisms, but in reality it is systematic 
(Braun and Saulgau 2019). These speckles appear 
even when the object being imaged is relative-
ly smooth and homogeneous. It is the effect of 
the coherent nature of the emitted radar signal 
(Goodman 1976).

The imaging of buildings on radar imagery 
depends on the orientation of the buildings to the 
direction of incidence of the microwave beam. 
Buildings that are oriented in a different direc-
tion than perpendicular can be mapped weaker 
due to the reflection from their walls. Back scat-
tering also depends on the type of building – in 
the case of residential buildings, the value of re-
corded reflected radiation is the lowest, whereas 
it is higher for commercial areas and highest for 
industrial buildings (Eckardt et al. 2021).

Regular and repetitive features of the surface 
of the object are represented by the texture that 
determines the degree of regularity in a model 
(Snitkowska 2004). Some studies have reported 
that synthetic-aperture radar (SAR) texture im-
agery improves land cover mapping (Dell’Acqua, 
Gamba 2003). Kamusoko (2022) increased classi-
fication results on urban area from 0.66 to 0.83 
of kappa using additional texture indices. Adding 
texture measures to the classification improves 
its result, because it allows description of spa-
tial relations, as a certain structure (Hall-Beyer 
2017a).

There are many different methods for tex-
ture analysis, e.g. fractal analysis, discrete wave-
let transform, Laplace filters, Markov random 
fields or granulometric analysis (Kupidura 2015). 
Studies show their potential in building detec-
tion and extraction in the automatic process, 

but mainly in very high-resolution optical im-
ages, e.g. through a set of morphological opera-
tors (Kupidura and Uwarowa 2017, Huang and 
Zhang 2020). These approaches are also popular 
for land cover classification in optical images of 
different resolutions (Lewiński, Aleksandrowicz 
2012, Kupidura 2019).

An effective tool for examining texture in dig-
ital images is the grey-level co-occurrence matrix 
(GLCM), which shows how often given combi-
nations of reference and adjacent pixel values 
occur in an image (Zhang, Wang 2001). Many 
statistical texture measures can be calculated us-
ing a GLCM. Most of them were standardised by 
Haralick et al. (1973), who proposed 14 different 
measures. GLCM is a versatile tool because it al-
lows measurement of roughness and directionali-
ty in one computation process. The GLCM counts 
the occurrences of pairs of pixel brightness val-
ues in a given direction. Most texture measures 
are weighted averages of the normalised GLCM 
matrix. Texture measures are divided into three 
groups: contrast, order and descriptive statistics 
(Hall-Beyer 2017a). A contrast group contains 
contrast-related measures; weights are based 
on the distance from the main diagonal. This 
group includes the following measures: Contrast, 
Dissimilarity and Homogeneity. Contrast meas-
ures significant changes in grey levels between 
adjacent pixels. Dissimilarity is visually similar 
to contrast; instead of weighing elements expo-
nentially, the dissimilarity grows linearly when 
moving away from the main diagonal. The range 
of values will be different for these variables, 
but they contain essentially the same informa-
tion. Homogeneity is sensitive to the presence 
of near-diagonal elements in GLCM, represent-
ing grey-level similarity between adjacent pixels 
(Hall-Beyer 2017a).

The ordering group contains the following 
measures: Angular Second Moment (ASM), 
Energy, MAX and Entropy, which cover the 
regularity of differences in pixel values occur-
ring in a given window. The values of ASM are 
high when the pixels in a window are ordered or 
when the pixels are very similar (Mohanaiah et 
al. 2013). Energy is the square root of ASM and 
shows that the larger the order in the window, 
the greater its value; it is the opposite of entro-
py and measures texture uniformity. Maximum 
probability (MAX) is a measure of finding the 
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highest probability value in the GLCM matrix 
and is rarely implemented in programs for image 
processing. Entropy is a zero-degree measure. 
The greater the entropy, the greater the disor-
der or complexity in terms of texture (Hall-Beyer 
2017b).

The descriptive statistics group of the GLCM 
matrix contains such variables as Mean, Variance 
and Correlation. GLCM Mean represents the 
product of the pixel value and frequency of occur-
rence in combination with a value of an adjacent 
pixel, the average value of grey levels in an image 
(Herold et al. 2003). GLCM Variance is a measure 
of heterogeneity that is based on the mean and 
the scattering of pixel values in the GLCM matrix 
around the mean. Variance is similar to contrast 
and dissimilarity. GLCM Correlation measures 
the linear dependence of grey levels on the val-
ues of adjacent pixels; its high value indicates the 
high predictability of pixel relation. For example, 
high pixel values tend to cluster with high values, 
whereas low pixel values with low values (Park 
and Guldmann 2020). Nearby pixels are typically 
more correlated with each other than more dis-
tant pixels, and thus smaller window sizes will 
have a higher correlation than larger windows.

Texture images are the result of second-order 
calculations, which means that they consider the 
relationship between two categories of pixels, 
namely reference and adjacent pixels. Research 
shows that individual fragments of land cover 
have a higher correlation within their bounda-
ries than between neighbouring objects (Hall-
Beyer 2017b). For a comprehensive review on 
statistical algorithms and mathematical formu-
lations, one can refer Haralick et al. (1973) and 
Hall-Beyer (2017a). Texture measures formulat-
ed in this way can be used as additional informa-
tion for spatial structures analysis in urbanised 
areas and for distinguishing land cover classes 
in satellite images.

Texture analysis in urban area

A feature of urban and suburban landscapes 
consists of a mosaic of heterogeneous types of 
land cover. They are characterised by high spec-
tral variability, which makes it difficult to per-
form an accurate classification of land cover (Park 
and Guldmann 2020). It is worth looking for oth-
er variables for classification that consider other 

properties such as the neighbourhood. Wellmann 
et al. (2018) used GLCM at the parcel level to in-
fer different degrees of land use intensity and 
seasonal variations within different urban plots. 
GLCM variance and contrast indicators provide 
the best variability to identify different land 
uses, with heavily developed surfaces showing 
no variability (Wellmann et al. 2018). Giannini 
et al. (2012) used principal component analysis 
executed on texture images that were obtained 
using QuickBird image. The selected Principal 
Component (PC) bands, in conjunction with the 
original panchromatic image, are classified using 
an object-based approach to categorise pixels into 
three classes: buildings, roads and vegetation. 
This study has shown that the best result can be 
achieved considering the several textural groups 
separately: Contrast, Orderliness and Statistic 
with kappa of 91% (Giannini et al. 2012).

Radar data is used in the mapping of urban ar-
eas, mainly for the study of urban footprint. The 
examples of classification of built-up area on ra-
dar images described so far in the literature con-
sisted mainly of the distinction between build-
ings and non-buildings (Semenzato et al. 2020). 
In research on the extraction of built-up areas in 
two cities (Wrocław and Kluź-Napoka), Iso-Tex 
and texture analysis were used on Sentinel-1 
images (Holobâcă et al. 2019). The classification 
included images of backscatter obtained from de-
scending and ascending orbits, images of speck-
les divergence and three components of GLCM 
(Energy, Mean and Variance) as input layers. 
Better results were obtained from unsupervised 
classification (ISODATA), and classes were ag-
gregated into three classes: buildings, non-build-
ings and mixed. Thresholding was performed for 
the mixed class, and accuracies above 90% were 
achieved. The biggest differences between the 
buildings and other areas occurred in the images 
of Variance and Energy (Holobâcă et al. 2019).

Finding the best combination of texture imag-
es for the classification of the urban environment 
was the aim of a study conducted in the city of 
Lucknow (Pathak, Dikshit 2010). A division 
into 10 classes of land use and cover was estab-
lished: 5 anthropogenic related to buildings and 
5 nature-related. Texture images of GLCM Mean, 
Variance, ASM, Contrast and Entropy in five dif-
ferent randomly generated window sizes (from 
5 to 21 pixels) were created. Four quantisation 
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levels (32, 64, 128 and 256) as well as four optical 
image channels (Red, Green, near and short in-
frared) were included. Out of 400 possible com-
binations arising as a result of applying Principal 
Component Analysis (PCA), the best 25 vari-
ants were selected. The results indicate that the 
choices of texture feature and window size have 
higher relative importance in the classification 
process than quantisation level or the choice of 
image band for extracting texture feature. The 
mean variable turned out to be the most impor-
tant of the five analysed features (Pathak, Dikshit 
2010).

Another example of using GLCMs concerns 
the detection of refugee camps based on optical 
and radar images (Braun and Hochschild 2015). 
The original texture of the Sentinel-1 images 
without removing the spots was used. GLCM de-
rivatives were generated: Contrast, Correlation, 
Variance and Energy with different window sizes 
(3, 5 and 9). The Digital Elevation Model (DEM) 
from the Shuttle Radar Topography Mission 
(SRTM) was also used. PCA was performed, lim-
iting the 26-element space features of Sentinel-1 
to 7 elements, which allowed expediting the cal-
culations. The area was classified by the Random 
Forests (RF) algorithm into 10 land cover classes. 
A higher number of input layers did not always 
result in higher accuracy. Furthermore, the study 
of data significance proved that radar data con-
tributed only 20% to the final result, optical data 
49% and DEM data 31%. Nevertheless, radar data 
helped to recognise classes that are similar in 
optical images – distinguishing between classes 
of vegetation or refugee camps and floodplains 
(Braun and Hochschild 2015).

Selected GLCM matrix parameters were 
also studied by Clausi (2002). The Contrast, 
Dissimilarity and Correlation variables gave very 
good classification results for all datasets. All 
three variables give consistent results for quan-
tisation levels above 24. To create a complete set 
of features, the following should be selected: one 
statistic from the contrast group, one from the 
ordering group and correlation. Selecting more 
than one statistic (Contrast) always improves the 
result, although selecting all eight variables gave 
a weaker classification result than selection of 
the top three. The most used texture images are: 
Mean, Contrast, Entropy, Energy and Variance 
(Clausi 2002). Yoshioka et al. (2008) indicated the 

Energy, Entropy, Homogeneity, Variance and 
Mean as the texture features selected to reduce 
the learning time in Support Vector Machine 
(SVM) classification with the same effectiveness 
in results shown by simulation. Kamusoko (2022) 
improved the RF classification of land cover by 
implementing texture (Variance, Mean) derived 
from multi-seasonal Sentinel-1 and Sentinel-2 
images.

The other research of dividing the image con-
tent into two texture classes showed better re-
sults on the basis of transformations made with 
the Laplacian filter, and then with the Sobel, 
Sigma and PanBF filters. Compared to them, the 
usefulness of the Haralick function turned out 
to be smaller. The presented results find prac-
tical application in the work on the selection of 
appropriate classification algorithms for satellite 
images (Lewiński, Aleksandrowicz 2012). This 
review shows that many studies of built-up areas 
have been carried out on textures derived from 
optical images but rarely on those from SAR im-
ages. Furthermore, the GLCM tool allows the 
simultaneous generation of multiple texture im-
ages characterising different aspects and spatial 
relationships between objects. Hence, it appears 
to be a convenient and efficient tool. It is worth 
exploring the potential of texture on radar imag-
es to study urban morphology and structure.

The goal and scope of the research

Assessing the compactness of a city’s structure 
and analysing the density of buildings is very im-
portant in the context of the city’s morphology and 
urban compactness (Denis 2018). The elements of 
a compact city can be understood as the physical 
presence of grey infrastructure objects and thus 
the proportion of non-permeable surfaces. This 
includes built-up areas, traffic routes, industrial 
areas or other areas covered with artificial mate-
rials. This study aims to assess the applicability 
of radar imagery and its texture images in urban 
zone classification and built-up area density as-
sessment using the Urban Atlas (UA) database. 
The study used radar images acquired from two 
Sentinel-1 and ICEYE systems with different im-
aging parameters. Supervised classification was 
performed using synthetically produced texture 
images and the results were compared between 
sensors and to the UA database.
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Methods

Most of the research used digital classifica-
tion (supervised or unsupervised) to distinguish 
classes or features in an urban area. In super-
vised classification with training dataset, there 
are diverse approaches, recognised as paramet-
ric e.g. Maximum Likelihood (ML), Minimum 
Distance (MD); or non-parametric e.g. RF or 
SVM (Richards 2013). There are advantages 
and disadvantages to using either, but there is 
no recommendation in the literature on which 
is better in which case. Many experiments have 
found a rather small or even no relationship be-
tween the algorithm and the results (Chen 2008). 
However, in case of multisource or multicatego-
ry data, more often ensemble methods are used. 
Ensemble classification methods train several 
classifiers and combine their results through a 
voting process e.g. RF (Joelsson et al. 2008). A 
RF is a collection of classification trees or treelike 
classifiers. Each tree gives a classification and 
the forest would have chosen the class having 
the most votes (Breinman 2001). Since this re-
search is designed to check texture imageries in-
put, MD as parametric (Richards 2013) and RF as 
ensemble method (Breinman, Cutler 2021) were 
selected for comparison of the results in this in-
vestigation. Both are recognised as simpler, less 

computationally demanding and not-sensitive to 
noise classifiers (Joelsson et al. 2008, Kamusoko 
2022).

In this research, an attempt is made to classify 
built-up areas defined according to the density 
of grey infrastructure and partly based on their 
function. It is assumed that GLCM and the gen-
erated texture images represent the variation in 
radar images and, therefore, allow distinguish-
ing between built-up area classes in terms of type 
and density. It is also assumed that textured im-
ages represent the spatial characteristics of the 
classes described in the UA database. Built-up 
area classes in UA are distinguished based on 
the density of buildings, continuity and spatial 
arrangement. Thus, there is a chance that the 
above-mentioned features are reflected in the im-
ages derived from the GLCM matrix and will be 
a good foundation for classification allowing to 
differentiate the classes.

Test area and UA database

Gdynia city (Poland), a port city located on 
the Baltic Sea, in the Pomeranian province and 
part of a common agglomeration (Trójmiasto), 
was chosen for the present research. It has an 
area exceeding 135 km2, with forests occupying 
46% of the city’s area, agricultural land 14%, 

Fig. 1. The extent of Gdynia’s boundary (purple lines) on the VV ICEYE image (right) and the visualisation of 
the UA database in the study area according to the UA legend (left). UA, Urban Atlas.
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communication area 11%, residential areas 11%, 
industrial areas 5% and others 13% (BIP 2021). 
Gdynia is an area with diverse land use and ac-
cording to the UA database (https://land.coper-
nicus.eu/local/urban-atlas) there are 22 classes, 
including 8 built-up area classes described by 
Sealed Level (SL): Continuous urban fabric (CUF) 
(SL >80%), Discontinuous dense urban fabric (SL 
50–80%), Discontinuous medium density urban 
fabric (DMDUF) (SL 30–50%), Discontinuous 
low density urban fabric (DLDUF) (SL 10–30%), 
Discontinuous very low density urban fab-
ric (SL <10%), Isolated structures, Industrial, 
commercial, public, military and private units 
(ICPMAPU) and Port areas (PAs), and addition-
ally, Arable land, Pastures and Forests (Fig. 1). 
The UA database is based on photo interpreta-
tion methodology using very high resolution im-
ages (mainly SPOT). Its geometrical and themat-
ical accuracy refers to a scale of 1:10,000 and is 
dated 2018.

Imagery data

Two types of radar imagery differing in 
wavelength and polarisation were selected for 
research – ICEYE and Sentinel-1 imagery. The 
ICEYE scene was acquired on 19 April 2019 and 
was made available in SLC format. The image 
was obtained in the Stripmap (SM) mode in the 
X band with a wavelength of 3 cm, which results 
in the spatial resolution of the intensity image of 
2 m after corrections. ICEYE images are obtained 
in VV polarisation, with an ascending satellite 
orbit (Table 1). The Sentinel-1 satellite scene was 
acquired on 27 December 2018 by the Sentinel-
1B satellite using the Interferometric Wide (IW) 
Swath mode in the C band with a wavelength of 
5 cm in two polarisations (VH + VV). After resa-
mpling, an image of intensity with a spatial res-
olution of 10 m was obtained, and it was in the 
descending orbit. The years 2018 and 2019 were 
chosen considering the date of the latest updates 
to the UA to be consistent with this database 
frame (Urban Atlas, accessed 2 March 2021).

A different spatial resolution of the intensity 
images is obtained when recording the reflection 
of different wavelengths (C and X). For the C band 
(Sentinel-1) it is about 10 m after resampling, and 
for the X band (ICEYE) about 2 m. Thus, on the 
images themselves and their derivatives, it is 
possible to identify objects with different detail 
and different reflectivity characteristics.

Processing and analysis

The Sentinel-1 satellite scene as a Ground 
Range Detected (GRD) product was download-
ed from the CREODIAS Finder website, whereas 
ICEYE in SLC format was available at the ICEYE 
website. The first step of pre-processing for both 
images included radiometric calibration and 
topographic correction, as well as cropping the 
scene to the study area to reduce the data vol-
ume and processing time. The next step was to 
generate a GLCM, resulting in 10 derived images 
for each polarisation and sensor. Then the fea-
ture space was created, which consists of gener-
ated texture images and sigma zero (σ0) backs-
catter images.

From the available UA database, reference 
polygons were selected representing built-up 
area classes, defined in the UA, as well as three 
land cover classes – forests, pastures and farm-
lands – to maintain the continuity of land cover. 
For both radar images, the training fields were the 
same. Statistics have been calculated and a cata-
logue of objects has been created for the reference 
polygons. The catalogue provides an overview 
of built-up area classes and presents their simi-
larity as well as diversity in texture images and 
backscatter images. It also allows identification 
of images that are similar or different for a given 
built-up area class. It can also help in selecting 
important variables for classification.

Afterwards, the classification was carried out 
supervised by two methods – RF with parame-
ter change and MD. The RF algorithm allows an 
integration of data pertaining to different reso-
lutions and from different sources. In addition, 

Table 1. Specification of the SAR data used in the study.

Sensor Date Band Polarisation Orbit Mode Spatial resolution after corrections 
and resampling

ICEYE 19.04.2019 X (3 cm) VV Ascending SM 2 m
Sentinel-1 27.12.2018 C (5 cm) VH + VV Descending IW 10 m
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the algorithm creates many different and uncor-
related classification and regression trees. The 
first RF classification attempt allowed identifi-
cation of variables important in the classification 
and rejection of variables that were irrelevant or 
had a negative impact on the classification result. 
An assessment of the accuracy of the classifica-
tion within the test polygons was carried out 
on 2000 points. The accuracies of the producer 
(P_Accuracy) and the user (U_Accuracy) of indi-
vidual classes, as well as the total accuracy of the 
classification with the value of the kappa coeffi-
cient, were calculated in the assessment process. 
The obtained accuracies were the reason for the 
aggregation of 11 original classes into the follow-
ing 4: dense urban area, low density urban area, 
industrial area and vegetation (Table 2).

A subset of the test fields was used to create a 
verification mechanism. The share of individual 
classes in a selected subset of test polygons was 
calculated, based on the image with aggregated 
classes. Using Python, a function was developed, 
which, based on the percentage of each class in 
each polygon, assigned the appropriate class 
name or marked the polygon for verification. To 
verify the algorithm, assignment statistics were 
calculated for a set consisting of 101 polygons, 
where, after an automatic verification process, a 
visual verification of the results was carried out. 

Subsequently, the entire verification process was 
executed for the entire set consisting of 1750 poly-
gons. The images analysis processes were carried 
out using SNAP (9.0.0), ArcMap (10.7.1), ArcGIS 
Pro (2.8.1) and Excel (ver. 2208) software tools.

Results

The UA database contains 27 classes of land 
cover and land use. Eight classes of built-up ar-
eas and three classes of land cover/land use 
representing agriculture and forest were select-
ed (Table 2). Percentage ranges of impermea-
ble surfaces (SL) were determined according 
to the UA specification for the first five classes 
and were used for built-up areas’ definition for 
classification.

The built-up area class polygons defined in 
the UA database served as training data in the 
classification. Their analysis and selection were 
carried out using an aerial orthophotomap from 
2018 obtained from the National Geoportal (ge-
oportal.gov.pl, accessed March 2021). Both the 
classification itself and the assessment of the ac-
curacy were performed on the original UA poly-
gons without any modifications. Table 2 shows 
the legend with class codenames used for all vis-
ualisation results included in this paper.

Table 2. Urban Atlas classes selected for the study. These code names and colours have been used in the forth-
coming presentation of results.

Class name Sealed Level 
(SL) Codename and colour on images Name and colour of 

aggregated classes

Continuous urban fabric >80% CUF

Dense urban areaDiscontinuous dense urban fabric 50–80% DDUF

Discontinuous medium density 
urban fabric 30–50% DMDUF

Discontinuous low density urban 
fabric 10–30% DLDUF

Low density urban areaDiscontinuous very low density 
urban fabric <10% DVLDUF

Isolated structures IS
Port areas PA

Industrial areaIndustrial, commercial, public, 
military and private units ICPMAPU

Arable land (annual crops) AL
VegetationForests F

Pastures P
UA class borders
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Sentinel-1

The Sentinel-1 satellite scene was subjected to 
radiometric calibration to the sigma0 intensity 
image (σ0). In the next step, to facilitate the anal-
ysis of data from different sources, a topograph-
ic correction was performed to the Universal 
Transverse Mercator (UTM) cartographic sys-
tem using SRTM (3s). A filtration step is often 
performed when preparing radar images. In 
this case, however, it was omitted because the 
spots present on radar imagery can carry impor-
tant information about building infrastructure. 
The next step was to generate the GLCM. For 
Sentinel-1, σ0 images with VH and VV polari-
sation were used as input. A window size of 9 
by 9 pixels was applied, grey levels were count-
ed in all directions and 32 levels of quantisation 
were specified. A total of 20 derivative imag-
es were generated i.e. Contrast, Dissimilarity, 
Homogeneity, ASM, Energy, MAX, Entropy, 
Mean, Variance and Correlation. In the next 
step, a feature space was created by assembling 
derived images and original backscatter images 
as a single Layer Stack file.

The first chosen classification method was the 
RF method. The significance of individual vari-
ables was calculated. This allowed for eliminat-
ing variables that do not improve the classifica-
tion result (4 out of 10 for each polarisation). The 
following 12 derivatives were finally selected: 
Correlation_VV, Correlation_VH, Homogeneity_
VV, Homogeneity_VH, Contrast_VV, Contrast_
VH, Energy_VV, Energy_VH, Variance_VV, 
Variance_VH, σ0_VV and σ0_VH (Fig. 2). The 
last two derivatives were included as they are 

primary images and carry information about the 
intensity of backscattering. The other variables 
slightly impacted the classification result and 
were discarded due to the very long computa-
tion time. In Figure 2, the differences between 
the derivatives from the different VH and VV po-
larisations (top and bottom, respectively) can be 
observed. The texture varies with the landscape 
characteristics of the study area and the imagery 
used. As a result, it is difficult to select appropri-
ate texture indices for image classification (Chen 
et al. 2004).

Classification with the MD and RF algorithms 
for 100 and 500 trees was performed. The result 
of the RF 100 and MD classification with UA pol-
ygons is presented in Figure 3. The dominating 
class is consistent with the denotation on the pol-
ygon. There are few cases where a polygon is en-
tirely filled with pixels corresponding to a given 
class.

A statistical assessment of accuracy was per-
formed using the Congalton method (Congalton, 
Green 2009) by analysing 30% of all polygons in 
the UA database. The total accuracy of the clas-
sification results does not reach 30%. The value 
of the kappa coefficient indicates a slight agree-
ment between the classification result and the 
reference data according to the division adopted 
in Okwuashi et al. (2012). Continuous urban fab-
ric class (CUF) is classified mainly as Port Area 
(PA), Industrial, commercial, public, military 
and private units (ICPMAPU), or Discontinuous 
medium density urban fabric (DMDUF) class-
es. Classes representing agriculture and forests 
(Pastures, Arable Land, Forests) interpenetrate 
each other to a significant extent.

Fig. 2. Sentinel-1 variables selected for classification. The same representative example for the Continuous 
urban fabric CUF class shown on orthophotomap in Fig. 5.
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Class aggregation was performed due to the 
achieved accuracies in relation to control points. 
All classes concerning agriculture and forest ar-
eas were combined into one class (called ‘vege-
tation’), built-up classes with 30–100% of imper-
meable areas were aggregated into dense urban 
areas, built-up with up to 30% of impermeable 
areas, as well as rural areas (Isolated Structures), 
were aggregated into the low dense urban ar-
eas class, and Port areas (PA) and Industrial, 
commercial, public military and private units 
(ICPMAPU) were combined into the industrial 
urban class (Table 2). The reclassification of test 
fields was performed using a function imple-
mented in Python. After class aggregation, clus-
ters are more consistent and there are also fewer 
individual pixels (Fig. 4).

For the MD classification after aggregation, 
the value of the kappa coefficient is 0.47, giving 
a moderate agreement. The total accuracy of 
the classification is 64%, which is several per-
cent higher than for RF. The best results were 
achieved for the vegetation class of almost 80% 
(P_Accuracy) and 84% (U_Accuracy) and indus-
trial built-up areas 56% (P_Accuracy) and 75% 
(U_Accuracy). Studying the classification re-
sults pursuant to aggregation, we infer that the 
classes of vegetation and low density urban ar-
eas are largely characterised by a proclivity for 
being mixed, whereas the class of dense urban 
areas is frequently mistaken for that of indus-
trial areas (Table 3). The total accuracy of the RF 

Fig. 3. Results of supervised classification by RF 
(upper) and MD (lower) for Sentinel-1 with UA class 

outlines. The fragment shows the representation 
and variety of different classes in the area. The same 

legend is applicable as was mentioned in Table 2.

Fig. 4. RF (100 trees) classification result on 
Sentinel-1 before (upper) and after aggregation to 

four classes (lower). Example of Port area (PA) class 
differentiation. The same legend is applicable as was 

mentioned in Table 2.
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classification after aggregation is just over 58%, 
and the kappa coefficient is around 0.4; therefore, 
the accuracy is almost twice as high, considering 
the fact that the thematic detail of the classifica-
tion has been reduced. In summary, the results 
of the classification of the Sentinel-1 image de-
pended on the defined class contours in the UA. 
The parametric MD classification method proved 
to be superior to the non-parametric method, al-
though not all classes were characterised by an 
increase in accuracy (Table 3).

ICEYE

For the ICEYE satellite scene in VV polarisa-
tion, a radiometric calibration was performed, re-
sulting in an image of backscattering simga0 (σ0). 

Subsequently, to facilitate data analysis from dif-
ferent sources, a topographic correction was per-
formed to the UTM Zone 34 system using SRTM 
(3s). The σ0 image had a resolution of 2 m after 
processing. Next, a GLCM with a window size 
of 9 × 9 pixels was generated so that the results 
could be compared with those from Sentinel-1. 
As input data, the image σ0 in VV polarisation 
was used, instances of grey levels were counted 
in all directions, with 32 quantisation levels, and 
the generation of all possible derived images was 
set up. As a result of the operation, 10 derivative 
images were created, and together with the σ0 
image, were used to create a feature space con-
sisting of 11 elements (Fig. 5). In case of single 
polarised VV ICEYE image, all texture measures 
were used for classification.

Table 3. Sentinel-1 image classification accuracy by RF (top) and MD (bottom) algorithms – both results after 
aggregation.

Class value
Vegetation Dense urban Low dens. urban Industrial Total U_Accuracy Kappa

RF classification
Vegetation 685 58 21 70 834 0.821 0
Dense urban 29 140 5 162 336 0.417 0
Low dens. urban 196 66 17 98 377 0.045 0
Industrial 28 103 2 321 454 0.707 0
Total 938 367 45 651 2001 0 0
P_Accuracy 0.730 0.381 0.378 0.493 0 0.581 0
Kappa 0 0 0 0 0 0 0.398

MD classification
Vegetation 747 63 21 57 888 0.841 0
Dense urban 32 144 3 118 297 0.485 0
Low dens. urban 141 56 21 114 332 0.063 0
Industrial 18 104 0 362 484 0.748 0
Total 938 367 45 651 2001 0 0
P_Accuracy 0.796 0.392 0.467 0.556 0 0.637 0
Kappa 0 0 0 0 0 0 0.468

Fig. 5. ICEYE variables selected for classification and contours of the Continuous urban fabric CUF class (as a 
representative example). The right-bottom orthophoto shows the scale and shape of features.
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Based on the same training fields as in the case 
of the Sentinel-1 classification, statistics were an-
alysed within the reference polygons on all imag-
es. Considering the recommendations for multi-
layer feature space (Braun and Saulgau 2019), all 
images, i.e. 11 images in VV polarisation, were 
used in the classification employing the RF and 
MD algorithms. The RF algorithm classification 
on 11 texture images and 11 land use classes was 
performed on 100 trees. Figure 6 shows the result 
of the RF and MD classifications – there is a very 
large fragmentation of classes and Discontinuous 
low density urban fabric (DLDUF) is the domi-
nating class. Some clusters of pixels depicting 
built-up area are limited to individual buildings 
and, as a rule, all colours other than the dominant 
one correspond to buildings, excluding those 
clusters located in pasture or forest areas.

The accuracy assessment performed on the 
same test points as for Sentinel-1 confirms what 
could be noticed by visually analysing a frag-
ment of the image (Fig. 6). Given the accuracy of 
the classification of less than 5% and the value 
of the kappa coefficient of 0.011, the correspond-
ence between the classification and the reference 
is small; thus, it is practically impossible to rely 
on it. From the error matrix it can be deduced 
that in the case of ICEYE data, Continuous ur-
ban fabric (SL >80%) was classified mainly as 
Discontinuous dense urban fabric (SL: 50–80%), 
Discontinuous medium density (SL: 30–50%) and 
Port Area. A dominance of the Discontinuous 
low density urban fabric (SL: 10–30%) class in 
the classification is also visible. Similarly, as for 
Sentinel-1 data, the Industrial, commercial, pub-
lic, military and private units class is also quite 
scattered. Probably the biggest difference from 
the result of the Sentinel-1 classification is the 
incorrect distinction between vegetation classes 
and the Discontinuous low density urban fabric 
(DLDUF) class (Fig. 6).

Class aggregation was performed in the same 
way as for Sentinel-1 data, and thus, again four 
classes were created: Dense urban area, Low den-
sity urban area, Industrial area and Vegetation. 
The improvement in accuracy with respect to RF 
results can be observed by analysing the values 
from Table 4. In the case of classification with the 
MD algorithm, the excess of the DLDUF class has 
been significantly reduced. The total accuracy 
of the RF classification is 10% higher up to 51%, 
and the kappa coefficient also increased slightly 
to a value of 0.28. The reclassification of classes 
improved the readability of the image (Fig. 8). 
The areas marked with brown and grey colour 

Fig. 6. Results of classification using RF (upper) and 
MD (lower) on ICEYE image with UA class borders. 

The same legend is applicable as was mentioned 
in Table 2. This representative example shows the 

diversity of classes.

Fig. 7. Overall classification accuracy (total 
and kappa) based on RF and MD classifiers for 

Sentinel-1 (S1, in green colours) and ICEYE (brown-
orange colours).
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i.e. dense and industrial urban areas usually cor-
respond to built-up classes in the UA database. 
Low density urban area is mostly confused with 
vegetation class. In the ICEYE classification im-
ages, there are no cases of polygons majorly filled 
with only one class, and thus the correct classifi-
cation of built-up area classes for this type of data 
is difficult.

Discussion

The accuracy assessment was carried out on 
2000 points evenly distributed in the test pol-
ygons. The best accuracy was achieved for the 
Sentinel-1 image with MD algorithm, 64%, and 
for ICEYE, 51%. Deploying the RF classification 
with, variously, 500 and 100 trees produces sim-
ilar values for accuracy, as can be inferred from 
the fact of there being no significant difference in 
the results (Fig. 7).

When visualising the classification results 
it can be observed that there are no polygons 
clearly classified as one class defined in UA, al-
though in Sentinel-1 images the dominant class 
in polygons very often corresponds to their actu-
al function. Nevertheless, the spatial structure of 
buildings itself is better reproduced in the ICEYE 
image (Fig. 8). Within most of the contours, there 
were at least two classes identified, and their oc-
currence next to each other had a logical justifica-
tion. Images representing aggregated classes can 

Fig. 8. Comparison of Sentinel-1 (upper) and ICEYE 
(lower) results based on MD classifier, after class 

aggregation. The same legend is applicable as was 
mentioned in Table 2. This representative example 

shows the diversity of classes.

Table 4. ICEYE image classification accuracy by RF (top) and MD (bottom) algorithms – both results after 
aggregation.

Class value
Vegetation Dense urban Low dens. urban Industrial Total U_Accuracy Kappa

RF classification
Vegetation 50 34 4 63 151 0.331 0
Dense urban 33 148 3 261 445 0.333 0
Low dens. urban 846 125 34 246 1251 0.027 0
Industrial 9 60 4 81 154 0.526 0
Total 938 367 45 651 2001 0 0
P_Accuracy 0.053 0.403 0.756 0.124 0 0.156 0
Kappa 0 0 0 0 0 0 0.047

MD classification
Vegetation 744 77 25 194 1040 0.715 0
Dense urban 11 110 4 179 304 0.362 0
Low dens. urban 163 71 13 127 374 0.035 0
Industrial 20 109 3 151 283 0.534 0
Total 938 367 45 651 2001 0 0
P_Accuracy 0.793 0.300 0.289 0.232 0 0.509 0
Kappa 0 0 0 0 0 0 0.276
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Table 5. Comparison of classification results in different images and different algorithms for Continuous urban 
fabric class and discontinuous dense urban fabric, both in one dense urban area class; these representative 

examples visualise a general pattern.
Continuous urban fabric

orthophotomap

Dense urban area
Low density urban area
Industrial area
Vegetation
Urban Atlas feature

Sentinel-1 ICEYE

Random Forests

Minimum Distance

Discontinuous dense urban fabric

orthophotomap

Sentinel-1 ICEYE

Random Forests

Minimum Distance
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Table 6. Comparison of classification results in different images and different algorithms for discontinuous low 
and very low density urban fabric, both in low density urban area class; these representative examples visual-

ise a general pattern.
Discontinuous low density urban fabric

orthophotomap

Dense urban area
Low density urban area
Industrial area
Vegetation
Urban Atlas feature

Sentinel-1 ICEYE

Random Forests

Minimum Distance

Discontinuous very low density urban fabric

orthophotomap

Sentinel-1 ICEYE

Random Forests

Minimum Distance
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be used to analyse and validate the assignment 
of classes to polygons, or as an aid in creating a 
database in a new area.

The classification results of Sentinel-1 and 
ICEYE images differ from each other. Tables 5 and 
6 present and visualise a set of processing results. 
It should be noted that pixel size directly related 
to wavelength is significant in distinguishing ob-
jects. For shorter X-waves (ICEYE), there is more 
field detail. For C-waves (Sentinel-1), the classes 
are more averaged and thus correspond better 
to the class definitions in the UA (also compare 
Figs 2 and 5). In the case of dense urban area, it is 
difficult to distinguish individual objects because 
they overlap and merge into larger clusters. Some 
of the classes defined in UA database are impossi-
ble to classify correctly because of their function, 
rather than physical characteristics. This applies 
to the following: Port Areas (PA) and Industrial, 
Commercial, Public, Military and Private Units 
(ICPMAPU), as well as Isolated structures and 
Discontinuous low or very low density urban 
fabric. Only in some cases can the arrangement 
of buildings be distinguished, and this applies to 
low dense urban classes in ICEYE images. It can 
be observed that the ICEYE images turned out 
to be too detailed for this application and do not 
corresponding directly to UA classes’ definition 
(Tables 5 and 6).

The classification results are due to the adopt-
ed training and control fields directly emergent 
from the UA database. The polygons represent-
ing the particular contours were developed by 
interpretation and therefore often the subjective 
vision of the database operator. Even if one es-
timated the density of buildings correctly, the 
boundary could still be drawn at one’s discretion, 
which was also evident through comparison with 
aerial orthophotos. Although supervised classifi-
cation did not show a high efficiency in distin-
guishing classes according to built-up density, 
it nevertheless seems that texture analysis sup-
ports such a process. Sentinel-1 performed better 
than ICEYE, with its texture images better com-
plementing the features of urban area classes. 
Automatic acquisition of training fields directly 
from UA is problematic in terms of obtaining ref-
erence data for built-up area categories.

This remains a significant challenge due to the 
complexity of urban areas in defining and char-
acterising urban area classes. Tables 5 and 6 show 

the differences in classification results in the im-
ages from the two sensors corresponding to UA 
classes shown on the orthophotos.

Conclusions

Although radar images reflect the spatial 
structure of buildings, this trait did not impact the 
results of the classification according to density of 
built-up area. The high resolution of the ICEYE 
data led to a relatively low accuracy of the classifi-
cation of built-up area classes. For this reason, the 
ICEYE data turned out to be too detailed for this 
application and could probably be used in other 
cases to classify individual objects. It is also worth 
noting that each polarisation highlights different 
elements of objects and their spatial structure. 
Thus, through employing more polarisation com-
binations, a more complete characteristic of ob-
jects can be obtained based on Sentinel-1.

The starting point for the classification should 
be the physical objects in the field, rather than the 
UA polygons of land use or land cover. In case 
of Sentinel-1, the dominant class in the polygon 
reflected reality and corresponded to the label 
in the UA database. The automatic acquisition 
of training and control fields from the UA is 
problematic and does not guarantee high perfor-
mance of the results. It is therefore advisable to 
obtain reference data for test areas on one’s own.

The non-parametric method of classification 
– RF – in this case did not work well and gave 
weaker classification results than the parametric 
MD method. In the case of classes after aggre-
gation for Sentinel-1 and ICEYE, the use of the 
MD algorithm allowed accuracies of 64% and 
51%, respectively, to be achieved. Hence, the use 
of the MD algorithm avoids significant errors 
in classification. The aggregation of classes is a 
good move towards further analysis for grey in-
frastructure density within urban zones. The re-
sults of the classification itself are a good input 
layer for analysing the density of grey infrastruc-
ture. This is still a significant challenge due to the 
complexity of buildings (shape, size, orientation, 
distribution) and their surroundings (road, open 
area, etc.) in automatically distinguishing and 
classifying built-up area classes. A contextual-
ised approach could also be used to identify the 
density-based classes.
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