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INTELIGENTNE SYSTEMY WSPOMAGANIA DECYZJI
W PROCESIE PODEJMOWANIA DECYZJI PRAWNYCH -
WYBRANE ZAGADNIENIA
Z PERSPEKTYWY TEORETYCZNOPRAWNEJ

INTELLIGENT DECISION SUPPORT SYSTEMS IN
LEGAL DECISION MAKING: SELECTED ISSUES FROM
A THEORETICAL AND LEGAL PERSPECTIVE

The growing complexity of social relations and the rapid development of artificial intelligence
prompt renewed reflection on the role of Intelligent Decision Support Systems (IDSS) in legal
decision-making. The study aims to determine the extent to which, and the conditions under
which, IDSS can, acting as complementary tools, enhance the efficiency and accuracy of judg-
ments without undermining the constitutive role of humans in the interpretation of law. The
research methods used include: decision analysis, which was employed to captured the dynamics
of legal phenomena; the logico-linguistic method, which was applied to assess the soundness of ar-
guments; and comparative analysis, which focused on regulations (notably the Al Act) and practi-
cal solutions implemented in Estonia and China. IDSS are already capable of handling simple,
repetitive cases, thereby relieving courts and reducing lengthy proceedings. In complex cases that
require the weighing of evidence, the systems should remain purely advisory, with mandatory
judicial verification. Owing to algorithmic opacity, rigorous monitoring of data quality and the
introduction of accountability mechanisms are imperative. For straightforward matters, a hybrid
model — ‘machine at first instance, human at second instance’ — appears optimal. It should be
noted that the effective use of IDSS also demands the parallel development of lawyers’ digital
competencies and the introduction of detailed sector-specific regulations.

Keywords: legal interpretation; artificial intelligence; IDSS; legal decision-making; decision analysis

Wzrost ztozonoSci relacji spotecznych oraz gwaltowny rozwdj sztucznej inteligencji sktaniaja do
ponownej refleksji nad rola inteligentnych systeméw wspomagania decyzji (intelligent decision
support systems [IDSS]) w procesie wydawania decyzji prawnych. Celem artykultu jest ustale-
niu, w jakim zakresie 1 pod jakimi warunkami IDSS moga — jako narzedzia komplementarne —
zwiekszaé efektywnosé 1 poprawno§é rozstrzygnieé, nie naruszajac konstytutywnej roli cztowieka
w interpretacji prawa. W badaniach wykorzystano: analize decyzyjna, pozwalajaca, uchwycié dy-
namike zjawisk prawnych; metode logiczno-jezykowa do oceny poprawnos$ci argumentacji; oraz
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analize poréwnawczg regulacji (m.in. Al Act) i rozwiazan praktycznych z Estonii i Chin. Syste-
my wspomagania decyzji juz dzi§ moga przejmowacé proste, powtarzalne sprawy, odcigzajac sady
1 ograniczajac przewleklo$é postepowan. W sprawach ztozonych wymagajacych wazenia dowodéw
systemy powinny petni¢ jedynie funkcje doradcza z obowigzkowa weryfikacja przez sedziego. Ze
wzgledu na ograniczong przejrzystoéé algorytméw konieczne jest Sciste monitorowanie jakoSci
danych i wdrozenie mechanizméw odpowiedzialno$ci. W sprawach nieskomplikowanych optymal-
ny wydaje sie hybrydowy model ,maszyna w pierwszej instancji — cztowiek w drugiej instancji”.
Nadmienié¢ nalezy, ze efektywne wykorzystanie IDSS wymaga réwnoleglego rozwoju kompetencji
cyfrowych prawnikéw oraz szczegélowych regulacji sektorowych.

Stowa kluczowe: interpretacja prawa; sztuczna inteligencja; IDSS; decyzja prawna; analiza
decyzyjna

I. WPROWADZENIE

W podejmowaniu decyzji prawnych nader czesto brak jest zero-jedynkowe-
go uzasadnienia. Osoba podejmujaca decyzje powinna dokonaé¢ wyboru najlep-
szego rozwigzania w obrebie sytuacji decyzyjnej, w jakiej sie znajduje. Wazna
w zwiazku z tym jest argumentacja, ktéra wplywa na podjecie konkretnej de-
cyzji. Wspdtezesnie cztowiekowi w tworzeniu argumentacji pomagaja sztuczne,
aczkolwiek inteligentne systemy wspomagania decyzji, ktore staja sie coraz
popularniejszym narzedziem w pracy. Wplywaja one na to, ze proces decyzyj-
ny staje sie szybszy, skuteczniejszy oraz poprawniejszy. Kwestig otwarta jest,
czy to zjawisko jest wlasciwe w konteksécie ludzkich biologicznych ograniczen.

Autor niniejszego opracowania traktuje prawo jako cze$¢ rzeczywistosci
spolecznej. To ,zywy” 1 ,,ewoluujacy” organizm bedacy wynikiem intersubiek-
tywizacji ludzkich przezyé, przyjmujacy forme uprawnienia i obowigzku. Obo-
wigzywanie prawa uzasadnione jest tetycznie. Nie sposéb nie zauwazy¢é, ze
takie rozumienie prawa wigze sie z instrumentalizacja w znaczeniu obejmu-
jacym ,racjonalizacje instrumentalnego postugiwania sie prawem” (Gromski,
2018, s. 98) oraz pojmowaniem go jako zbioru dyrektyw dla wszystkich pod-
miotéw wykonujacych prawo'.

Niniejszy artykut ma charakter teoretyczoprawny. Cato$é rozwazan do-
tyczy zjawisk spolecznych, a w zasadzie ich zmian w ramach podlegajacego
ciaglym i turbulentnym zmianom spoteczenstwa informacyjnego. Wazna uwa-
ga metodologiczna, ktora porzadkuje terminologie wykorzystana na potrzeby
rozwazan w niniejszym opracowaniu, dotyczy rozumienia terminu ,prawo’.
Autor w tym przypadku przyjmuje stanowisko przyczynowe w kontekscie
funkcji, jakie prawo spetnia (Lande, 1959, s. 913-914). Tematyka artykutu

1 O instrumentalizacji prawa w szerokim znaczeniu w wersji redukcjonistycznej zob. Grom-
ski (2018, s. 98); o finistycznej skutecznosci prawa zob. Stefaniuk (2011, s. 60-620). Wykonywa-
nie prawa traktuje jako §wiadoma realizacje praw i obowiazkéw majacych podstawy w obowigzu-
jacym prawie (Klos, 2021, s. 118).
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obejmuje wybrane zagadnienia dotyczace procesu decyzyjnego w konteks$cie
uczestniczenia w nim systemu wspomagania decyzji, mniej w aspekcie osia-
ganych rezultatow, bardziej jako konsekwencji udziatu sztucznych proceséw
my$§lowych?. Rozwazania obejmuja wybrane ptaszczyzny zmian, jakie zacho-
dza w rzeczywisto$cli w zwiazku z rozwojem systeméw wspomagania decyzji
prawnych. Nacisk potozono na zastosowanie inteligentnych systeméw wspo-
magania decyzji (inteligent decision suport system [IDSS]) w procesach in-
terpretacji prawniczej. Pole badawcze obejmuje spoteczenstwo informacyjne
w ujeciu funkcjonalnym, zatem nie grupe podmiotéw z konkretnego obszaru
lub panstwa, ale twér identyfikowany poprzez obserwacje transferu informacji
(Klos, 2023b, s. 27-37, 2025, s. 28-31)2.

Niniejsze opracowanie zostato przygotowane z wykorzystaniem analizy
decyzyjnej rozumianej jako metoda naukowa uzyteczna do badania zjawisk
mieszczacych sie w dziedzinie nauk spolecznych, z uwzglednieniem dyscypliny
nauk prawnych*. Stwarza ona mozliwo§¢é uchwycenia dynamiki zyciu spotecz-
nego. Wykorzystujac w badaniach analize decyzyjna, nalezy braé¢ pod uwage:
(1) podmioty posiadajace kompetencje do wydania decyzji prawnej’; (2) proces
decyzyjny, jaki zachodzi w przedmiocie posiadanych kompetencji — jest to ze-
spél powiazan przyczynowo-skutkowych istniejacy w obszarze dziatan podmio-
tow kompetentnych; (3) decyzje prawna — decyzje o charakterze nielosowym,
podjeta przez kompetentny podmiot, ktérej skutki maja charakter prawny dla
podmiotéw znajdujacych sie w polu dziatania decyzji. Podjecie decyzji praw-
nej obejmuje nie tylko podmioty w ramach sadowego lub administracyjnego
stosowania prawa, lecz takze podmioty wykonujace prawo, a wiec realizujace
1 przestrzegajace norm prawnych w innych niz sadowych czy administracyj-
nych postepowaniach prawnych. Kolejnym skladnikiem analizy decyzyjnej,
aczkolwiek nieobligatoryjnym, sa skutki powstale po podjeciu decyzji prawnej
(tj. skutki zwiazane z powstaniem, zmiang lub ustaniem stosunku prawnego)
oraz skutki powstale w wyniku instytucjonalnej badz spolecznej kontroli de-
cyzji. Autor niniejszego artykulu w swoich rozwazaniach skupit sie gtéwnie
na elementach materialnych 1 formalnych majacych wptyw na ksztattowanie
tresci decyzji prawnych. Z tego tez powodu wykorzystana zostata indukcyjna,
dedukcyjna 1 aksjologiczna analiza decyzyjna z uwzglednieniem mieszanego
typu analizy decyzyjnej (Pietras, 1998, s. 25—-26).

2 Systemy wspomagania decyzji — SWD (decision support systems [DSS]) — obejmuja klase
probleméw zwigzanych z wyborem najlepszych rozwiazan w réznych sytuacjach decyzyjnych (zob.
Urbaniak, 2016, s. 206).

3 Autor postrzega tutaj funkcje przez pryzmat dynamicznej rzeczywistoSci spotecznej oraz
w kategoriach dziatania (szerzej zob. Bogucka, 2000, s. 11-50).

* Wykorzystaniem metody analizy decyzyjnej w ramach polskiej teorii prawa niewatpliwie
moze poszczyci¢ sie lubelski oérodek teorii prawa dzialajacy na Wydziale Prawa i Administracji
UMCS.

> Kompetencje autor niniejszego opracowania traktuje tu szeroko, jako uprawnienie do po-
dejmowania decyzji prawnych w dziedzinie prawa publicznego i prywatnego. Odrebng sprawa
jest kompetencja majaca podstawe w obowiazujacych przepisach prawnych (decydent formalny)
i realny wplyw na podjecie decyzji i jej tres¢ (decydent faktyczny).
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W niniejszych rozwazaniach przyjmuje sie, ze podejmowanie decyzji to
wynik potaczenia ludzkiego 1 sztucznego procesu myslowego, z zalozeniem do-
minujace] roli cztowieka w procesie podejmowania decyzji (o analizie decyzyj-
nej w naukach politycznych Pietras, 1998, s. 22-33). W kontek$cie wykorzy-
stywania analizy decyzyjnej jako metody badawcze] warto zwrdci¢ uwage na
termin ,uzasadnienie podjecia decyzji”’, ktéry nie jest zwigzany z prawdziwo-
$cig lub falszywoscia twierdzen, a jedynie przedstawieniem argumentéw ,za”
lub ,,przeciw”®. Powyzsze sprawia, ze dokonanie opisu oraz proba konstrukcji
dyrektyw postepowania w skomplikowanym §&wiecie zaleznoéci spotecznych
nie naleza do najtatwiejszych, aczkolwiek sa wykonalne. Dodatkowo, uzasad-
niajac niektore wnioski, autor bedzie sie postugiwatl pluralizmem logicznym
umozliwiajacym wlaczenie do badan przewidywan argumentowanych przez
zastosowanie logiki wielowarto$ciowej, w szczegdlnosci trojwartosciowej. Po-
czynione tak wnioski nie sg odkodowywane jako pewne, a jedynie jako praw-
dopodobne. Po rewolucji informacyjnej cztowiek powinien otworzy¢ droge do
szerszego zastosowania wartosci logicznej ,,moze” (Wierzbicki, 2012, s. 57-63).

Problematyka zachodzenia na siebie ludzkich 1 sztucznych proceséw de-
cyzyjnych jest szeroka 1 wykracza zdecydowanie poza nauki prawne. Dlatego
w badaniach zdecydowano sie skorzystaé¢ z wynikéw badan innych nauk, obej-
mujacych w swoim przedmiocie elementy uzyteczne w analizie procesu decy-
zyjnego, a jurysprudencja odgrywa w tym przypadku funkcje spajajaca. Autor
opowiada sie tym samym za przyjeciem wieloplaszczyznowego badania prawa:
tzw. zewnetrzna integracja nauk prawnych (szerzej Lakomy, 2009, s. 52—65),
dzieki ktérej badania zyskuja przymiot aktualnosSci oraz szersza pespektywe.
W kontekscie powyzszego nalezy uwzgledni¢ warunek, ze korzystanie z osiag-
nieé¢ innych nauk oznacza wziecie pod uwage ich wynikéw w postaci ustalen
faktycznych 1 uogdlnien teoretycznych oraz utrzymywanie statusu badacza
wyspecjalizowanego w naukach prawnych (szerzej zob. Opalek 1 Wréoblewski,
1969, s. 371-382). Funkcja spajajaca wynika z istoty prawa, ktore jest narze-
dziem regulacyjnym, oraz tego, ze jego dziatanie obejmuje nie tylko terazniej-
sz0$¢, lecz takze przysztosé’.

II. PODSTAWOWE POJECIA

Zanim przejdziemy do poglebionych rozwazan, warto dokonaé przegladu
najwazniejszych definicji dotyczacych kluczowych dla podejmowanej proble-
matyki poje¢. Priorytetowe znaczenie ma w tym konteks$cie inteligencja. Moz-
na ja definiowaé jako zdolno$¢ do poznania i rozumienia, procesy myslowe
cztowieka, sztucznej inteligencji czy innego obiektu. Owe procesy myslowe

5 Przy badaniu zjawisk stwierdza sie pewne regularnos$ci, lecz nie uznaje ich za zwiazki mie-
dzy przedmiotami obiektywnie istniejacymi, a okreéla je jedynie na podstawie konstrukeji myslo-
wych (szerzej zob. Czernacka, 2001, s. 151-165).

7 Szerzej na temat znaczenia komparatystyki w odniesieniu do teorii prawa zob. Tokarczyk
(1997, s. 156-160).
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odnosza sie do mozliwos$ci przetwarzania informacji (Lamiri, 2021, s. 95-96).
Wedtug obecnego stanu nauki u czlowieka za inteligencje w gtéwnej mierze
odpowiada kora przedczolowa, a jedna z teorii znajdujacych uznanie w na-
ukach psychologicznych zastugujacych na uwage jest teoria inteligencji wielo-
rakich, zgodnie z ktéra rozréznia sie dziewie¢ rodzajow inteligencji. Prawnicy
powinni zwrécié szczegdlna uwage na inteligencje: logiczno-matematyczna,
jezykowa oraz interpersonalna, cho¢ przez wzglad na koniecznoé¢ nawiazywa-
nia kontaktow interpersonalnych powinna ich cechowaé réwniez inteligencja
egzystencjalna, muzyczna czy naturalistyczna (Lamiri, 2021, s. 95-119).

Natomiast sztuczna inteligencja (SI) to pojecie, ktére na state zadomowilo
sie we wspotczesnych stownikach, cho¢ jej znaczenie jest niewyrazne 1 nieostre
zarazem. Nie mozna definicyjnie uchwyci¢ znaczenia sztucznej inteligencji
oraz wskazac¢ wszystkich jej desygnatéw. W konteks$cie dotychczasowych prac
dotyczacych sztucznej inteligencji pojawia sie problem laczenia jej z takimi
pojeciami, jak cybernetyka i kogniwistyka. Pojawia sie tez wiele okreslen, kto-
re powstaly na potrzeby opisania proceséw mysélowych wykonywanych przez
organizmy sztuczne®: generatywna Sl (generative Al), wyjasnialna SI (XAI),
waska Sl (artificial narrow intelligence), superinteligencja (aritficial supe-
rintelligence). Wobec takiej réznorodnosci 1 braku jednej oficjalnej definicji
sztucznej inteligencji rozwazania w niniejszym artykule skupione zostaly na
uchwyceniu cech sztucznego procesu myslowego 1 tego, jak przebiega sztuczny
proces myS§lowy. Mozna przyjaé hipoteze, ze kazdy inteligentny byt w jaki$
spos6b pojmuje Swiat, tzn. rozumie go, uczy sie, wchodzi w interakcje z innymi
elementami, na podstawie posiadanych informacji wyciaga wnioski oraz po-
dejmuje decyzje. W bardziej zaawansowanej formie réwniez planuje przyszle
dzialania.

Za Aleksandrem Chtopeckim (2021, s. 3), dla uproszczenia rozwazan, przy-
jeto podziat sztucznej inteligencji na: ,staba SI”, czyli inteligentne systemy
wspomagania decyzji (IDSS), oraz ,silng SI”. W obu przypadkach wystepuje
dzialanie autonomiczne, jednak silna SI cechuje sie samo$wiadomoscia.

Komputerowy system wsparcia IDSS korzysta z danych dostarczonych
przez uzytkownikow. Koncentruje sie on na wykonywaniu okre$lonego zada-
nia, takiego jak odpowiadanie na pytania na podstawie wprowadzonych da-
nych. Wspoélcze$nie zaawansowane systemy IDSS dzialaja na bazie sztucznych
sieci neuronowych 1 w pewien sposéb prébuja nasladowaé nature (Tadeusie-
wicz, 2009)°. Potrafia generowaé¢ nowe tresci na podstawie wprowadzonych
danych.

Natomiast silna SI to wcielenie w zycie koncepcji, zgodnie z ktora twor
sztuczny moze myé$le¢ 1 zachowywacé sie jak cztowiek. Dazy sie do tego, by
posiadat umiejetnoSci rozwiazywania zadan na réwni z ludzkimi lub wyzsze.

8 Chodzi w tym przypadku o wszelkie organizmy pochodzenia sztucznego mogace wytworzy¢
lub wygenerowac okreslone treéci. W przestrzeni internetowej znajduje sie duza liczba informacji
naukowych i popularnonaukowych dotyczacych SI.

9 O wspolezesnych osiagnieciach na polu budowy sztucznych sieci neuronowych zob. Duch
(2009, s. 271-272).
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W zalozeniu ma by¢ samo$wiadomy na poziomie meta, zatem ma mieé ,$wia-
domosé Swiadomosci siebie”. Bedzie subiektywnie umiata okres§li¢ wlasne ,ja”
na poziomie abstrakcyjnym (Jonkisz, 2012, s. 39—40).

To, ze samoswiadomosé jest stopniowalna i czlowiek nie jest wylaczna isto-
ta posiadajaca te ceche, nie pozostaje juz dzi§ przedmiotem dyskusji nauko-
wej. Poziomy $§wiadomo$ci mozna wyrdzniaé, przyjmujac za decydujace kry-
terium jezyka, jakim sie czlowiek postuguje (kryterium semantyczne). Takie
zwierzeta, jak delfiny, stonie czy wieloryby, réwniez sa Swiadome (Jonkisz,
2012, s. 39). Definicji §wiadomoéci w ujeciu pragmatycznym nie skupia sie
jednak na podmiocie, jego wlaéciwo$ciach oraz semantyce, a na relacji pomiot—
informacja. Koncentruje sie ona na pochodzeniu informacji, celu 1 konteks§cie
uswiadamiania sobie informacji oraz systemie poznawczym, ktory z informa-
¢ji korzysta (Jonkisz, 2012, s. 50-51). Tak rozumianym pojeciem §wiadomosci
mozna objaé IDSS. Stusznos$¢ takiego podejécia potwierdza brak pewnosci co
do wyzszo$ci komunikacji wykorzystywanych przez ludzi nad komunikacja
miedzy innymi formami zycia, np. bakteriami lub ro§linami.

Na potrzeby niniejszych rozwazan przyjmuje sie, ze w przestrzeni obrotu
prawnego nie jest istotne, czy mamy do czynienia z IDSS czy silna SI, wazna
jest natomiast mozliwo$é autonomicznego (lub do pewnego stopnia autono-
micznego) dzialania tych tworéw w sferze prawnej oraz skutki, jakie sie z tym
wigza (w przedmiocie zdolnoéci do czynnoéci prawnych zob. Ksiezak 1 Wojt-
czak, 2023, s. 53—54). Jak sie okazuje, samoswiadomo$¢ nie jest potrzebna do
stworzenia umowy, dostarczenia przesylki badz uzasadnienia wyroku. Z tego
tez powodu uregulowania prawne w zakresie dopuszczalno$ci uzywania IDSS
w obszarze prawa sq tak istotne.

I1I. ,,ZROZUMIENIE” Z PERSPEKTYWY IDSS

Pojeciem wymagajacym szerszego wyjaénienia ze wzgledu na ograniczone
zainteresowanie nim w literaturze prawnicze] jest zrozumienie (comprehen-
sion) obejmujace wszechstronna i1 petna zdolnoé¢ pojmowanial®. W aspekcie
komunikacyjnym jest to uswiadomienie sobie treSci komunikatu w relacji
nadawca—odbiorca. W trakcie podejmowania decyzji prawnej stopien zrozu-
mienia musi by¢ dostatecznie wysoki ze wzgledu na ewentualne skutki praw-
ne, jakie sie z nig wiaza, oraz relacyjny charakter czlonkéw spoteczenstwa.
Na zrozumienie wpltywa wiele czynnikow determinujacych jego jako§é, m.in.
emocje, logika, stan psychofizyczny podmiotu majacego zrozumieé oraz po-
prawno$é¢ lingwistyczna wytworzonego komunikatu badz tez relacje miedzy

10 Problematyka zrozumienia i rozumienia zostala dostrzezona 1 opisana przez Zielinskiego
(2002, s. 49-58), ktéry postrzegal znaczenie terminu ,zrozumienie” w ujeciu komunikacyjnym.
Jest on co prawda opisany z perspektywy wyktadni przepiséw prawnych, jednak na potrzeby
tego artykutu cechuje sie uzytecznoscia. Zrozumienie, w szczegélnosci w kontekscie czytania, jest
tematem poruszanym w literaturze anglojezycznej. Dotyczy to terminéw understanding i compre-
hension (Devitz, 1997; Steel i in., 2017).
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nadawca a adresatem komunikatu. Proces zrozumienia przewija sie w trak-
cie edukacji czlowieka przez cate zycie. Jest on istotny w konteks$cie zatozenia
0 zmiennej percepcji podmiotéw egzystujacych w spoteczenstwie informacyj-
nym. Specyfika zrozumienia prawa polega na umiejetnosci abstrakcyjnego
my$lenia 1 taczenia Swiata powinnos$ci 1 §wiata realnego w sytuacji rozwaza-
nia spraw prawnie uwiklanych. Zrozumienie prawa jest ptynne ze wzgledu
na zmiany w zyciu spotecznym oraz zdolnos$ci jednostek do przyjmowania
1 analizowania komunikatoéw o znaczeniu prawnym!!. Innym waznym poje-
ciem jest myslenie, ktére pod wzgledem zakresu jest szersze od zrozumienia,
poniewaz czlowiek, my§lac, moze zrozumied, ale nie mozemy zrozumieé, nie
mys$élac. Dzieki my§leniu potrafi stworzyé w swoim umysle reprezentacje rze-
czywistosci'2.

Waga zrozumienia w przypadku prawnika jest bardzo duza — stanowi ono
istote jego pracy, poniewaz podstawa jego dzialania sa ingerencje w relacje,
ktére dana spoleczno$é stara sie utozy¢ i uporzadkowaé w opisanych general-
nieiabstrakcyjnie normach prawnych. Aby zrozumieé relacje i je opisywac, na-
lezy je wyja$niaé, czego dokonuje sie, uzywajac jezyka prawnego 1 prawnicze-
go. Specjalistyczny charakter jezykéw czesto powoduje ekskluzje oséb, ktore
wiedzy prawniczej nie posiadaja. Skomplikowanie jezykow prawnego 1 praw-
niczego jest wprost proporcjonalne do rosngcego skomplikowania stosunkow
spolecznych, w tym stosunkéw prawnych. W konsekwencji integracji cztonkow
spoteczenstwa informacyjnego, ktére z zalozenia cechuje sie multinarodowo-
§cla, w zrozumieniu prawa znaczenia nabieraja funkcjonalne i celowos$cio-
we dyrektywy interpretacyjne, zblizajac sie waga do plaszczyzny jezykowej.
Ta bedzie nadal podstawowa, poniewaz czlowiek nie potrafi poznawaé $wiat
w inny sposéb jak przez jezyk. Zwiekszenie znaczenia funkcji, a zmniejszenie
roli semantyki logicznej mozna zaobserwowaé¢ w dziatalnoéci prawodawcze]
Unii Europejskiej. Ta organizacja, ktéra zrzesza duza cze$é panstw europe;j-
skich, charakteryzujaca sie mnogoécia jezykéw urzedowych, skierowala sie
w strone dyrektyw funkcjonalnych 1 celowos$ciowych w wyktadni prawa®®. Nie
rozwiazuje to problemu rozumienia przepiséw prawnych w ogéle, ale umozli-
wia wydawanie wspolnych dla panstw czlonkowskich regulacji prawnych.

Mozna wyréznié zrozumienie prawa przez prawnikow oraz przez inne 0so-
by. Prawnicze zrozumienie oparte jest na, majacych podstawy w logice dla
prawnikow, rozumowaniach prawniczych, ktérych przebieg warunkowany
jest posiadana wiedza, umiejetnoscia jej zastosowania 1 do$éwiadczeniem. Zna-
czaca jest takze umiejetnos¢ wykorzystania argumentacji rzeczowej — twier-
dzenia motywuje sie wiedza nabyta w trakcie codziennej egzystencji, najlepiej
z uzyciem faktéw jako przyktadéw na ich poparcie. Wyzwaniem dla prawni-
ka jest przekazanie wynikéw zrozumienia uzyskanych w drodze interpretacji

11 Problematyka ,,zrozumienia” zostala réwniez oméwiona w artykule dotyczacym podejécia
decyzyjnego w procesie mediacji, zob. Klos (2023a, s. 51-52, wraz z wskazana tam literatura).

12 Zob. tez definicyjne ujecie ,myslenia” (Encyklopedia PWN, b.d.).

13 Znaczenie wykladni funkcjonalnej i celowosciowej ma podstawy w miedzynarodowopraw-
nej proweniencji prawa UE 1 pewnym ogélniejszym zatozeniu o koniecznoéci zapewnienia effet
utile.
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prawniczej osobie, ktora rozumie $wiat za pomoca innych narzedzi lingwi-
stycznych, o innym do$wiadczeniu, wiedzy zyciowej itd. Prawnik zatem pelni
role katalizatora informacji w wykonywanej przez siebie pracy. Jezeli rola ta
nie jest spelniana prawidlowo, nastepuje niezrozumienie, co moze mieé¢ skutki
w postaci reakeji osob, ktére realizuja lub przestrzegaja prawa, od indywi-
dualnej sytuacji konfliktowej na linii klient—prawnik zaczynajac, a na braku
spolecznej akceptacji dla pracy prawnikéw konczac.

Dziatanie moézgu cztowieka w ujeciu biologicznym warunkuje zrozumienie
mozliwoéci wlasnych oraz danych zewnetrznych. Czlowiek ma ograniczona po-
jemno§¢é mézgu oraz czesto korzysta z intuicji jako komplementarnej do inteli-
gencji, w tym przypadku prawniczych intuicji interpretacyjnych (szerzej zob.
Leszczynski, 2004, s. 116; w przedmiocie zrozumienia intuicji Piegzik, 2022).
W modelu rozumienia czltowieka wystepuje zaréwno myslenie algorytmicz-
ne, odnoszace sie do podejmowania decyzji w sprawach powtarzalnych, jak
1 myélenia heurystyczne, stuzace do reagowania na stany nowe, wymagajace
przyjecia innych rozwigzan niz dotychczasowe. Poprawno$é myslenia bedzie
uzasadniona wieloma czynnikami sprawczymi. W przypadku osoby wykonu-
jacej zawdd prawniczy nie bedg to wytacznie wiedza prawnicza, doSwiadczenie
zyciowe oraz wiedza ogdlna, cho¢ spelniaja one podstawowa role, ale schematy
dziatania algorytmicznego 1 heurystycznego pomagajace dokonaé operacji my-
§lowych. Wzorce takich proceséw ksztaltuja sie w wyniku lat nauki i zbierania
do$wiadczen.

Na prace osoby wydajacej decyzje prawna beda mialy wplyw: (1) czyn-
nik gléwny: wiedza prawnicza; (2) czynniki poboczne, takie jak: osobowos¢,
kultura, stan psychofizyczny oraz przyjete 1 preferowane wartoscil’. Beda
one zresztg relatywizowane w procesie intersubiektywizacji nastepujacym
w trakcie wymiany informacji miedzy cztonkami spotecznoéci, np. przez za-
poznawanie sie z liniami orzeczniczymi, wystuchiwanie zeznan czy dyskusji
sktadu sedziowskiego. Poprawno$¢ procesu warunkowana jest zrozumieniem.
W idealnym éwiecie zrozumienie w przestrzenni prawnej powinno sie¢ odbywacé
zgodnie z logiczna koncepc)ja jezyka (Ajdukiewicz, 1965, s. 23—24), jednak wy-
mienione powyzej czynniki determinujace jako$¢ rozumienia osoby stosujace]
prawo powoduja, ze ta logiczna koncepcja moze by¢ jedynie przedmiotem stu-
zacym aproksymacji idealnego zrozumienia w $wiecie prawa.

Réznice w zrozumieniu czlowieka oraz IDSS warunkuje przede wszyst-
kim dostepno$éé¢ liczby przetwarzanych danych. Maszyna nie posiada ogra-
niczenia biologicznego. Obecnie interpretowanie 1 dochodzenie do wnioskow
przez organizm sztuczny ma charakter wylacznie algorytmiczny. Do prze-
prowadzenia przez niego zrozumienia, a wiec uzyskania danych wyjsciowych
stanowiacych odpowiedz, wymagane sg trzy elementy: (1) dane wejéciowe;
(2) poprawnie sformutowane polecenie lub pytanie; (3) przeprowadzajace
operacje algorytmy, dzieki ktérym otrzymywane sa dane wyjsciowe (Jamka,
2018, s. 86-88). Elementy te stanowia warunki uzyskania rozwiazania zada-

4 W sposob syntetyczny zatozenia psychologicznej teorii prawa Leona Petrazyckiego przed-
stawil jego uczen Lande (1959, s. 559-560).
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nia, jakie zostalo zlecone algorytmowi na wejéciu (Tadeusiewicz i Szaleniec,
2015, s. 26). Jako$¢ catej operacji jest uzalezniona od jakoSci wykonania na
poszczegdblnych etapach, a ocena calej operacji réwna sie najnizszej ocenie
uzyskanej na jednym z etapow.

1. Dane wejSciowe

Dane wejéciowe sg identyczne dla czlowieka i maszyny. W przypadku ma-
szyny przyjmuje sie, ze moga by¢ one dostarczone z zewnatrz lub juz znajdo-
waé sie w pamieci programu komputerowego. U czlowieka dane sa sktado-
wa wiedzy Swiadomej 1 podéwiadomej, a u organizmu sztucznego — wytacznie
$wiadomej, ale twor sztuczny nie ma problemu dotyczacego zasobnos$ci pamie-
ci ani $wiadomego dokonywania zlozonych operacji myslowych. Nie podlega
zmeczeniu 1 rozkojarzeniu. Danych dostarcza mu cztowiek celowo i1 $éwiado-
mie, wprowadzajac je do réznego rodzaju systemoéw obstugiwanych przez IDSS
(np. w trakcie sktadania pozwu w postepowaniu elektronicznym) oraz niece-
lowo 1 czesto nieéwiadomie (np. w trakcie zakupu w Internecie lub rejestracji
na konferencje)'®. Jesli chodzi o dane, ktore bylyby gromadzone na potrzeby
analizy 1 nauki IDSS w celu wykorzystania w rozumowaniach prawniczych,
to w Polsce takich rozwiazan nie ma. Z praktycznego punktu widzenia jest
to mozliwe, poniewaz cze$¢ informacji juz jest zdygitalizowana. Funkcjonuja
przeciez takie bazy danych, jak: wewnetrzne bazy danych organéw sadowych,
portal orzeczen sadowych, komercyjne bazy danych stworzone do programow
wspierajacych prace prawnikow (np. Lex czy Legalis). W celu osiagniecia
optymalnego poziomu poprawnosci decyzji prawnych dane wejéciowe powin-
ny by¢ selekcjonowane (Tadeusiewicz 1 Szaleniec, 2015, s. 24—25). Dob6r da-
nych moze by¢ przeprowadzony na podstawie metod selekcji uwzgledniajacych
wlasciwe dla wydawania decyzji prawnych reguly oraz wzorce postepowania.
W szczegdlnosci w gre wchodzi zastosowanie algorytméw umozliwiajacych od-
powiednia eksploracje danych (data mining). Wazne, aby wyniki byly zopty-
malizowane pod katem przyjetych kryteriéw, opracowanych na podstawie
przeprowadzonych badan naukowych. Optymalizacja bedzie polegala tez na
przygotowaniu, iloSciowym i jako$ciowym, danych majacych stuzy¢ jako mate-
rial do uczenia sie algorytmu.

2. Polecenie lub pytanie prowadzace do wykonania przez algorytmy
operacji na danych wejsciowych

Konstruowanie pytan i polecen (prompting) dla IDSS to stosunkowo nowa
potrzeba rynkowa. Jej upowszechnienie mozna wigzac¢ z pojawieniem sie du-
zych modeli jezykowych (large language model [LLM]). Prawnik zdobywa

5 Nie chodzi o prawne zabezpieczenia w postaci klauzul ochrony danych osobowych czy tez
zbieranie informacji z powodu obowigzujacego prawa, ale o samo przekazywanie danych umozli-
wiajacych ich zapisanie w ogéle. Obecnie cyfryzacji podlega znaczna cze§é danych wytwarzanych
przez ludzi, np. dane medyczne, osobowe, zdjecia itd.
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umiejetnosci niezbedne do prawidlowego budowania pytan 1 polecen w drodze
edukacji prawniczej, a material dotyczacy zagadnienia podawany jest w ra-
mach przedmiotéw propedeutycznych. Elementy logiki dla prawnikéw oraz
nauki o komunikacji maja za zadanie przekazac nie tylko wiedze, lecz réwniez
umiejetnosci postugiwania sie nia, a przy tym budowac¢ zdolnoéé kompetencyj-
na do praktycznego wykorzystania. W przypadku logiki nie tylko cze$¢ zwana
erotetyka (budowa pytan), ale rowniez semiotyka logiczna 1 logika formalna
daja podstawy do wlasciwej konstrukeji pytan 1 polecen.

3. Algorytmy dokonujace operacji na posiadanych danych

Algorytm to ,,Scisle okreslony ciag czynnosci, ktérych wykonanie prowa-
dzi do rozwigzania jakiego$ zadania” (Stownik Jezyka Polskiego PWN, b.d.).
U umyséle cztowieka funkcjonuja wypracowane przez lata algorytmy korzysta-
nia z danych. Ich budowa jest wynikiem edukacji, zgromadzonego doS§wiadcze-
nia oraz warunkow introspekcyjnych, np. osobowosci (o my$leniu u czlowieka
Jamka, 2018, s. 88). Procesu tworzenia algorytméw dla IDSS nie da sie ujaé
w 1dentyczne ramy. To programisci, cze$ciowo sami podlegajac automatyza-
¢ji przez algorytmy, opracowuja programy komputerowe za pomoca, jezykow
programowania. Dla $cistoéci programy komputerowe tez sa algorytmami,
a IDSS wykonuja rbézne zadania, w tym te polegajace na przeprowadzeniu
skomplikowanych operacji, ktérych odpowiednikiem jest ludzkie mysélenie.
Sztuczna sie¢ neuronowa to przetwarzajacy informacje algorytm wzorowany
na systemie nerwowym, czy $cislej rzecz ujmujac — jego czastce (szerzej Ta-
deusiewicz 1 Szaleniec, 2015). Wyrézniamy algorytmy samouczace sie, ktore
optymalizuja parametry modelu w odniesieniu do danych stuzacych do tre-
ningu. Taka sieé¢ potrafi wyciagaé¢ wnioski czy uogoélniaé¢ dane. Algorytmy tego
typu moga ¢wiczy¢ z nadzorem albo bez nadzoru. W ich przypadku wystepuje
tez uczenie sie przez wzmocnienie (zob. Cox 1 in., 2023, s. 2—6). W sprawach
prawnych za wylacznie prawidlowe nalezy uznaé zastosowanie sieci samo-
uczacych sie z nadzorem, tj. uczacych sie na danych kontrolowanych przez
0soby ponoszace odpowiedzialno§é za dzialanie algorytmu, ktére w sposéb
wlaéciwy przygotowuja dane do treningu. Dzi§ mozliwe jest poréwnanie dzia-
lania sztucznej sieci neuronowej oraz ludzkiego moézgu przy wykorzystaniu
tomografii komputerowej (Fyshe, 2023)'¢. Wprowadzenie tych samych danych
do sztucznej sieci neuronowej 1 ludzkiego moézgu pozwala zaobserwowacd, ze
proces przejécia 1 wytworzenia informacji jest zupelnie inny. Problemem jest
takze niemozliwo$¢ dokonania obserwacji zachowania sztucznej sieci neuro-
nowej od wewnatrz. Mozna przyjaé, ze dzialanie IDSS odbiega od dziatania
inteligencji cztowieka (zob. Yamada, 2023, s. 165—166).

Rozwd) algorytméw doprowadzit do ich powszechnego uzywania (Wrze-
sien, 2021, s. 303—-314), w tym mozliwosci zastosowania IDSS w procesie po-
dejmowania decyzji prawnych. Obecnie algorytm nie wychodzi poza wskazany

16 Zob. tez wyniki badan dotyczacych aktywnoséci réznych obszaréw mézgu w kontekscie pro-
bleméw historycznych w relacji semantycznej 1 syntaktycznej (Wehbe 1 in., 2014).
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obszar swego dziatania. Proces aktywnosci algorytmoéw jest juz jednak tak bar-
dzo skomplikowany, ze trudno jest znalez¢ btad w ich dziataniu'’. W zwiazku
z tym cecha charakterystyczna dzialania algorytmoéw jest brak przejrzystosci
1 transparentnosci tego procesu dla osob, ktore nie posiadaja wiedzy dotycza-
cej projektowania algorytmoéw ani nie postuguja sie jezykami programowania
(szerzej Chesterman, 2021).

IV. DECYZJA PRAWNA A IDSS

W obecnym stanie prawnym IDSS moze by¢ podmiotem wydajacym decyzje
prawne lub narzedziem wspomagajacym w procesie decyzyjnym?®. Sytuacja jest
inna w przypadku réznych porzadkéow prawnych, lecz niewatpliwie sztuczny
proces mys§lowy przejat role ludzkiego procesu decyzyjnego lub stat sie jego cze-
$cia. Wykonuje lub wspiera prawnicze procesy interpretacyjne w ramach sto-
sowania prawa. Systemy wspomagania decyzji moga wydawac finalne decyzje
prawne w postaci orzeczen sadowych. Przykladem praktycznym zastosowania
opisanej wyzej teorii sa procedury sadowe w Chinach 1 Estonii. W Estonii al-
gorytmy rozstrzygaja pewne kategorie spraw cywilnych do okreslonej wartosci
(Dargas-Draganik, 2022, s. 98-99). Oczywiscie nie sg to sprawy duzego kali-
bru czy bardzo skomplikowane, lecz jest to przyklad pokazujacy, jaki potencjal
tkwi w systemach sztucznych. IDSS wydaje decyzje prawne, zatem etap ten
poprzedza ustaleniami stanéw faktycznego 1 prawnego. Dokonuje wyktadni ope-
ratywnej, gdzie wpierw wydobywa abstrakcyjny i generalny wzor zachowania.
Nastepnie redukuje otrzymana norme prawna, do stanu, w ktorym bedzie moz-
liwe poréwnanie jej ze stanem faktycznym, oraz wydaje decyzje prawna, zawie-
rajaca norme prawna o charakterze indywidualnym i konkretnym?. Taka sytu-
acja moze dotyczy¢ spraw drobnych 1 nieskomplikowanych (Cohen 1 in., 2023)2!.

Inaczej przedstawia sie kwestia wydawania decyzji w sprawach praw-
nie uwiklanych, gdzie dowody trzeba wazy¢, a decyzja nie jest klarowna?2,

7 Doniesienia o nieprzewidzianych umiejetnosciach algorytméw pojawiajace sie w sieci in-
ternetowej, a dotyczace umiejetno$ci komunikacyjnych i negocjacyjnych IDSS potrafia zaskaki-
waé (Burtan, 2017).

8 Tak jest np. w Brazylii, Argentynie, Meksyku, Kolumbii, Anglii i Walii, Chorwacji, Es-
tonii, Czechach, Chinach czy Holandii. W Europie wdrozono juz 30 systeméw Al w sadownic-
twie 1 prokuraturze. Wiecej zob. w przygotowanych przez Grupe Robceza ds. Sztucznej Inteligencji
(GRAI) i Ministerstwo Cyfryzacji (MC) Rekomendacjach w zakresie zastosowania sztucznej inteli-
gencji w sqdownictwie i prokuraturze (2023).

19 Zob. réwniez uwagi odno$nie do brazylijskiego systemu ,,Sécrates” (GRAI 1 MC, 2023, s. 14).

20 W obszarze prawa powszechnego przeprowadzono badania majace na celu pomiar umie-
jetnoéci rozumowan prawniczych przez LLM. Wskazano potencjalne kierunkéw dziatan, aby uzy-
ska¢ jak najlepsze efekty przy wspomaganiu rozumowan prawniczych przez LLM. W tym celu
sprawdzono mozliwo$ci dwudziestu LLM (zob. Guha i in., 2023).

21 Takze: Obszar wspomagajacy proces orzekania (GRAI 1 MC, 2023, s. 14—15) oraz System
do tworzenia uzasadnien, ktory uwzgledniatby styl referenta (s. 31-32).

2 W powyzszym zdaniu autor nie odwoluje sie do plaszczyzny normatywne;j. Zob. art. 7 Ko-
deksu postepowania karnego (t.jedn.: Dz. U. 2024, poz. 37) lub art. 233 Kodeksu postepowania
cywilnego (t.jedn.: Dz. U. 2023, poz. 1550).



48 Pawel Klos

Rekonstrukcja stanu prawnego 1 faktycznego wymaga spojrzenia z szer-
sze] perspektywy 1 dokonania wyboréw nieoczywistych. Obecnie IDSS nie
ma umiejetnos$ci rozstrzygania i wydawania tak skomplikowanych decyzji
prawnych, a moze jedynie wspomagacé prace sedziéw oraz innych os6b zaan-
gazowanych w proces stosowania prawa. Tego typu praktyki mozna zaobser-
wowaé w Wielkiej Brytanii czy Australii (Bell 1 in., 2023; Dargas-Draganik,
2022, s. 93-105 wraz z cyt. literatura; wykorzystanie sztucznej inteligencji
w sadownictwie zob. GRAI 1 MC, 2023, s. 5—-10). Nawet w przedmiocie alter-
natywnego rozwigzywania sporow funkcjonuja juz rozwigzania, w ktérych
zaangazowanie IDSS zdecydowanie przewaza nad dzialaniami czlowieka
(Dargas-Draganik, 2022, s. 100).

Wydanie decyzji prawnej jest uwarunkowane wymogami formalnymi ma-
jacymi zabezpieczaé¢ poprawno$¢ merytorycznag oraz stanowié¢ kompetencje do
dziatania?’. W rzeczywisto$ci zasadnicze znaczenie ma umiejetnosé¢ odkodo-
wywania norm z przepiséw prawa materialnego 1 procesowego. W tym przy-
padku gtéwna role odgrywaja reguly wyktadni prawa. Powyzsze opiera sie na
zrozumieniu procesu wyktadni i prawidlowym jego wykonaniu. Wspétezeénie
dyrektywy wykltadni umozliwiaja nie tylko siegniecie po normy prawne znaj-
dujace sie w systemie prawa, lecz réwniez skorzystanie z regul pozasystemo-
wych. Tak szerokich kompetencji IDSS nie posiada. Dodatkowo czltowiek, jako
podmiot mogacy wydawacé decyzje prawna, podlega szeregowi obostrzen regu-
lowanych prawnie. Sa to mechanizmy uczaco-kontrolne, obecne w prawniczym
procesie edukacyjnym, gdzie wiedza poddana jest walidacji, oraz mechanizmy
kontrolne w samym procesie wydawania decyzji prawnych, a najlepszym i naj-
pelniejszym przykladem jest instancyjnos¢ postepowania w procesach stoso-
wania prawa.

V. PROBY LIMITACJI IDSS W PRAWNICZYCH PROCESACH
INTERPRETACYJNYCH

Oczywiste jest, ze ingerencja prawodawcy w proces interpretacyjny ma
ograniczony charakter. Nie jest to zaskakujace, gdyz sama wykladnia pra-
wa, chociaz widoczna w poszczegblnych galeziach prawa, znajduje sie w polu
badawczym teorii prawa 1 w nieznacznym zakresie podlega regulacjom praw-
nym. Przyswojenie dyrektyw wykladni prawa jest wazne na réwni z zawarto-
$cig tresci przepisu. Prawodawca z zachowaniem ostroznoéci z jednej strony
stara sie, uzywajac normatywnych regulacji, ograniczy¢ wptyw IDSS na praw-
nicze procesy interpretacyjne, a z drugiej — wptyw ten kontrolowaé¢. W zalezno-

% Nieporuszanym tu zagadnieniem jest brak prawnej regulacji zastosowania IDSS w wy-
miarze sprawiedliwo§ci w Polsce. Na podstawie obowigzujacych regulacji prawnych jednoznacz-
nie stwierdza sie podmioty kompetentne w tej ptaszczyznie. Zob. art. 174 oraz art. 175 Konstytucji
RP z 2 kwietnia 1997 r., Dz. U. 1997, Nr 78, poz. 483 ze zm., a takze art. 2 § 1 ustawy z 27 lipca
2001 r. — Prawo o ustroju sadéw powszechnych, Dz. U. 2001, Nr 98, poz. 1070 ze zm.
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$ci od porzadku prawnego, w jakim sie dziala, regulacje przybieraja charakter
prawa ,twardego” 1 miekkiego”.

Rozporzadzenie Parlamentu Europejskiego ustanawiajace zharmonizowa-
ne przepisy dotyczace sztucznej inteligencji (Al Act)?* odnosi sie tez do kwe-
stii uzycia IDSS w ramach dziatalno$ci interpretacyjnych w procesie sadowe-
go stosowania prawa, zaliczajac je do kategorii objetych wysokim ryzykiem.
W tym miejscy warto przypomnieé, ze w rozporzadzeniu tym przyjeto klasyfi-
kowanie zastosowania sztucznej inteligencji 1 wymogoéw z tym zwiazanych na
podstawie wazkoS$ci stosunkéw spotecznych, jakich dotycza. W konsekwencji
pojawiaja sie nastepujace kategorie ryzyka dotyczace zastosowania IDSS: wy-
sokie ryzyko, $rednie ryzyko oraz niskie ryzyko, przy czym wskazana zosta-
la réwniez kategoria, ktéra jest niemozliwa do zaakceptowania w przypadku
uzycia sztucznej inteligencji ze wzgledu na zagrozenie zwiazane z wprowadze-
niem zaklécen do istotnych intereséw publicznych. W pkt 8 zalacznika nr 3
do AI Act prawodawca europejski wprost odnidst sie do IDSS majacych stuzyé
wymiarowi sprawiedliwo$ci (organowi sadowemu) w ustaleniu stanu faktycz-
nego 1 badaniu stanu prawnego, wskazujac bezposrednio o wazkosci czynno$ci
interpretacyjnych podejmowanych w zwigzku z postepowaniem sadowym (zob.
zatacznik nr 3 pkt 8 do Rozporzadzenia). Unia Europejska okresla warunki,
jakim ma odpowiadaé¢ IDSS wykorzystywany w plaszczenie wymiaru sprawie-
dliwoéci. Powotano Europejski Urzad ds. Sztucznej Inteligencji, wérod ktérego
kompetencji leza: kontrola, zapewnienie wspdtpracy, wspieranie rozwoju AI??,
Forma 1 tre$§¢ przepiséw znajdujacych sie w Al Act sa uzasadnione horyzon-
talnym charakterem regulacji prawnych. Wérod panstw Unii Europejskiej sa
takie jak Polska, gdzie brakuje regulacji prawnych dotyczacych zastosowania
IDSS w sadach, oraz takie jak wspomniana juz Estonia, gdzie wykorzystywa-
nie IDSS w procesie wymiaru sprawiedliwoéci jest juz zaawansowane.

Jezyk prawny, ktorym postuguje sie ustawodawca europejski, ma charak-
ter specjalistyczny 1 jest trudny do przyswojenia bez znajomos$ci odpowiednie]
siatki pojeciowe;. Zrédla prawa powszechnego, w szczegdlnosci dotyczace pra-
wa materialnego, cho¢ nie odpowiadaja zasadom konstrukeji logiczno-jezyko-
wej, wlasciwe) chociazby w polskim porzadku prawnym, umozliwiaja zrozu-
mienie zawartej treéci bez znajomosci jezyka specjalistycznego. Instrumenty
nieformalne majace posta¢ ramowych wskazan, przewodnikéw czy kodekséw
etycznych nie zawieraja norm obowiazujacych, a w rozumieniu polskiego
prawa stanowiq jedynie ,drogowskazy”. W ciagu ostatnich lat zrédia prawa
,miekkiego” zostaly wprowadzone w porzadkach prawnych takich podmio-
tow, jak chociazby Organizacja Narodéw Zjednoczonych (ONZ), Rada Euro-
py (RE), Stany Zjednoczone Ameryki czy w jurysdykcjach Australii, Anglii

2 Rozporzadzenie Parlamentu Europejskiego ustanawiajace zharmonizowane przepisy do-
tyczace sztucznej inteligencji (akt w sprawie sztucznej inteligencji) i zmieniajace niektére akty
ustawodawcze Unii. Bruksela, 21.4.2021 (https://eur-lex.europa.eu/resource.html?uri=cellar:e-
0649735-a372-11eb-9585-01aa75ed71a1.0012.02/DOC_1&format=PDF). Bedzie ono stosowane
na terenie panstw czlonkowskich UE od 2 sierpnia 2026 r. (dalej jako: Rozporzadzenie).

% https://digital-strategy.ec.europa.eu/en/policies/ai-office
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1 Walii?6, O ile regulacje ONZ maja charakter ogélny, mogacy mieé zastosowa-
nie w ramach sadowego stosowania prawa, to pozostate przewodniki dotycza
bezposérednio kwestii wykorzystania IDSS w sadowych procesach interpreta-
cyjnych. Sa one przeznaczone dla 0s6b zatrudnionych w wymiarze sprawiedli-
wosci, w szczegdlnoéci sedziéw. Przywotane zrodia prawa ,miekkiego” réznia
sie doktadno$cia opiséw 1 terminologia oraz dzieli je data wydania (od 2018 do
2023 r.). W niniejszym opracowaniu zostang pokrétce oméwione dwa z nich
ze wzgledu na europejskie korzenie, tj. Europejska karta etyczna w sprawie
wykorzystania sztucznej inteligencji w systemach sadownictwa 1 ich otoczeniu
z 2018 r. oraz Wytyczne sadowe dotyczace sztucznej inteligencji (Al) z grudnia
2023 r., adresowane do sedziow w jurysdykcji Anglii 1 Walii. Odstep czasowy
miedzy datami ogloszenia dokumentéw to 5 lat, co umozliwia ocene postepu
w zakresie IDSS.

W EECUAIJS poruszono wiele kwestii, jednak szczegélna uwage zwraca
podkreslanie braku mozliwoéci wykorzystania sztucznego modelowania my-
§lenia w procesie interpretacyjnym sedziego w zwiazku z podejmowaniem de-
cyzjl prawnej. Zaprezentowano znaczenie elementu oceny, rozumowan, jakie
sedzia wykorzystuje, oraz subiektywnej interpretacji stusznosci. Wskazano,
ze logika formalna nie odda w pelni rozumowania sedziego, a drobne réznice,
majace jednak zasadniczy wplyw na podjecie finalnej decyzji, czesto znajdu-
ja sie w sferze dyskrecjonalnej wladzy sedziego (EECUAILJS, s. 36). W chwili
powstawania tego artykutu argumenty podnoszone w dokumencie wydaja sie
traci¢ na znaczeniu z dwéch powoddéw: pierwszy istniat juz w chwili ogltaszania
EECUAIJS — to fakt, ze nie wszystkie sprawy sadowe wymagaja skompliko-
wanych rozumowan prawniczych; drugi pojawit sie w momencie pojawienia
sie na rynku LLM wraz rozwojem mozliwosci interpretacji przez IDSS.

Wskazowki dla sedziéw jurysdykeji Anglii i Walii to nieobszerny opis pod-
stawowych terminéw zwigzanych z IDSS oraz zagrozen wynikajacych z zasto-
sowania tej technologii (Al Judicial Guidance, 2023). Zdefiniowano w tym do-
kumencie pojecia, np. generatywnej sztucznej inteligencji (generative Al) lub
generatywne chatboty sztucznej inteligencji (generative AI chatboot). Wskaza-
no sedziom mozliwe zagrozenia oraz konieczno$¢ zrozumienia narzedzi IDSS,

26 Zob. Zarzadzanie sztuczna inteligencja dla ludzkoéci (Governing Al for Humanity), Organ
doradczy ds. Al w ONZ (https://www.un.org/techenvoy/sites/www.un.org.techenvoy/files/ai_ad-
visory_body_interim_report.pdf); Council of Europe, European Commission for the Efficiency
of Justice — European Ethical Charter on the Use of Artificial Intelligence in Judicial Systems
and their environment [EECUAILJS], 3—4 December 2018 (https://rm.coe.int/ethical-charter-en-
-for-publication-4-december-2018/16808f699c); The Blueprint for an AI Bill of Rights. Making
automated systems work for the American people, October 2022 (https:/www.whitehouse.gov/
wp-content/uploads/2022/10/Blueprint-for-an-Al-Bill-of-Rights.pdf); Artificial Intelligence (AI)
Judicial Guidance, December 2023 (https://www.judiciary.uk/wp-content/uploads/2023/12/Al-Ju-
dicial-Guidance.pdf; dalej jako: AI Judicial Guidance). Dla poréwnania: Bell i1 in. (2023). Choé
Polska lezy w zasiegu europejskiego prawa stanowionego, to podobnie mozemy traktowac raport
GRAI 1 MC (2023). Zob. tez o koncepcji godnej zaufania Al (trustworthy Al) — Polityka dla rozwo-
ju sztucznej inteligencji w Polsce od roku 2020. Zatacznik do uchwaty nr 196 Rady Ministréw
z 28 grudnia 2020 r. (poz. 23), s. 72 (https://www.gov.pl/web/ai/polityka-dla-rozwoju-sztucznej-in-
teligencji-w-polsce-od-roku-2020).
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jesli sie z nich korzysta. Nie zostalo im zakazane korzystanie z IDSS, jednak
wyraznie podkres§lono odpowiedzialnosé osoby wykorzystujacej takie oprogra-
mowanie. Wazne wydaja sie tez informacje, ze programy komputerowe oparte
na LLM zapamietuja wszystkie zadane pytania oraz moga udzielaé fikcyjnych
odpowiedzi oraz by¢ stronnicze. Uwagi te odnosza sie do IDSS dostepnych
bez ograniczen, ktére szkolone sa gltéwnie na danych pochodzacych z amery-
kanskich baz danych. Wazne, ze zesp6l redaktorow zwroécit uwage na fakt, ze
obecnie w obszarze jurysdykcji Anglii 1 Walii brak IDSS stworzonych z prze-
znaczeniem do pomocy w podejmowaniu decyzji prawnych. Takie zastrzezenie
jest aktualne w stosunku do zdecydowanej wiekszosci jurysdykeji. Zaleca sie
potwierdzanie wszystkich danych podanych przez chatboty.

VI. GARSC REFLEKSJI KRYTYCZNYCH

Inteligentne systemy wspomagania decyzji sa coraz powszechniejsze,
a ich wykorzystanie bedzie miato coraz szerszy zakres. Obecnie obserwuje sie
wkroczenie IDSS rowniez w sfere interpretacji prawniczych w ramach proce-
su wydawania decyzji prawnych (np. w Estonii czy Chinach). Opracowanie
algorytmu umozliwiajacego efektywne dzialanie w procesie wydobycia normy
prawnej o charakterze indywidualnym i konkretnym jest wykonalne. Wystar-
czy zapoznac sie z mozliwos$ciami duzych modeli jezykowych dostepnych bez-
platnie dla wszystkich. W przypadku trenowania modeli wykorzystujacych
mechanizmy glebokiego uczenia sie (deep learning methods) na odpowiednio
przygotowanych bazach danych mozliwe jest osiagniecie zadowalajacych wy-
nikéw. Potrzebne jest opracowanie algorytmoéw, przygotowanie oséb odpo-
wiedzialnych do wlaSciwego konstruowania polecen 1 zadawania pytan oraz
skonstruowanie szerokiej bazy wiedzy, na ktora beda sie sktadaly wydane de-
cyzje prawne wraz z uzasadnieniami. Odpowiednio skonstruowana procedura
dzialania regulowataby przeptyw informacji, upraszczata ich rozumienie oraz
porzadkowala dziatanie w polu wydawania decyzji prawnych. Na rzecz takich
rozwiazan moze przemawiac to, ze IDSS ucza sie zdecydowanie szybciej niz lu-
dzie, a raz zapamietane dane bylyby utrzymane w pamieci systemu. Ponadto
system nie podlega typowo ludzkim stabo$ciom, jak: zmeczenie, koniecznoéé
snu, rozkojarzenie itp. W kwestii trafnosci decyzji IDSS prawdopodobnie byty-
by bardziej efektywne niz cztowiek.

Istnieje spora szansa, ze proces redukcji, jaki umozliwia nam zrozumie-
nie, bedzie przebiegal w kierunku potaczenia zdolnoéci umystowych czlowieka
1 dzialan IDSS. Nalezy wiec poszukiwaé tzw. zlotego Srodka umozliwiajacego
dostosowanie sie do zmian zachodzacych w spoteczenstwie informacyjnym.
System wspomagania decyzji moze tez by¢ remedium na nadmiar spraw w po-
stepowaniach prawnych, ktére moga by¢ rozstrzygniete lub rozwiazane w spo-
séb uwzgledniajacy efektywne zarzadzanie czasem. Dzieki temu mozna by
wyeliminowaé niektére problemy, np. te zwigzane z przewlekloécig postepo-
wania. Tego typu usprawnienia moga dotyczy¢ spraw prostych, odpowiednie]
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kategorii oraz z mata wartoscia przedmiotu sporu. Zatem rozsadne korzysta-
nie ze zdobyczy cywilizacji, jaka jest IDSS, jest wskazane, tym bardziej ze
praca oséb stosujacych prawo jest stresujaca i odpowiedzialna i nalezy zadbac
o to, by nie byly one przecigzone obowigzkami zawodowymi.

7 drugiej strony pojawia sie argumenty za ograniczaniem uzycia IDSS
w procesach interpretacyjnych. Oprécz calej listy zagrozen wskazanych
w przewodniku dla wymiaru sprawiedliwo$ci Anglii 1 Walii mozna réwniez
wskazac takie kwestie, jak:

1. Ograniczona kontrola IDSS w procesie interpretacji prawniczych: Jest
to wynikiem znacznego skomplikowania dziatania IDSS i w zasadzie niewiel-
kiej liczby oséb mogacych kontrolowaé poprawno$é wykonywania dzialan in-
terpretacyjnych. Dlatego dziatalno$¢ interpretacyjna stuzaca wydaniu decyzji
prawne] w kontekécie stosowania IDSS zostata zaliczona do czynnosci obar-
czonych wysokim ryzykiem wedlug Al Act.

2. Obawy przed wyjSciem ze strefy komfortu przez osoby wydajace decyzje
prawne: Wspoétdziatanie z IDSS wymaga wiedzy na temat ich dziatania, a jej
brak stanowi duze obciazenie psychiczne.

3. Geometryczny przyrost wiedzy: Wydaje sie, ze procesy wdrazania IDSS
w interpretacjach prawniczych w ramach wydawania decyzji prawnych po-
winny by¢ organiczne ze wzgledu na koniecznosé ciaglej edukacji oséb odpo-
wiedzialnych za wydawanie decyzji prawnych. Przyrost wiedzy jest olbrzymi,
tymczasem proces edukacyjny cztowieka powolny, a pojemnos§é ludzkiego mo-
Zgu ograniczona.

4. Odpowiedzialno$¢ za podjete decyzje prawne: Wazna, o ile nie naj-
wazniejsza, kwestia jest odpowiedzialno$é, w tym prawna, za wydawane
decyzje. Niezaleznie od prawnych regulacji dotyczacych odpowiedzialnosci
prawnej przyjmuje sie zatozenie o koniecznoéci posiadania samo§wiadomo-
§ci na poziomie ,meta” osoby (cztowieka) realizujacej obowiazki w zwiazku
z kompetencjg podmiotu do wydania decyzji prawnej (Al Judicial Guidance,
s. 3-5).

Jednak mimo tych obaw czlowiek musi przygotowaé sie na zmiany w za-
kresie potrzeb rynkowych oraz spotecznych 1 przyjaé, ze ptaszczyzna norma-
tywna nie nadaza za rozwojem technologicznym. Zawdéd prawnika ulegnie
znacznemu przeksztalceniu w zakresie porad prawnych 1 stosowania prawa
(szerzej w innym kontekécie zob. Wierzbicki, 2018, s. 18-19), czyli wszedzie
tam, gdzie mamy do czynienia z interpretacja prawa jako takiego. Zjawisko
dematerializacji pracy dotknie z duzym prawdopodobienstwem rynek praw-
niczy. Na koncu tego procesu znajdujg sie przeksztalcenia zwigzane z wyda-
waniem decyzji prawnych, lecz z pewnos$cig 1 tu nadejdg zmiany. Nie musi
to oczywiScie przynosi¢ negatywnych konsekwencji. W Estonii, panstwie co
prawda o nielicznej populacji, zmiany zwiazane z zastosowaniem IDSS maja
korzystne oblicze. Przez dwadziescia lat liczba spraw podwoila sie, natomiast
wymiar sprawiedliwo$ci zatrudnia wciaz podobna liczbe oséb 1 jest wydolny
(Dargas-Draganik, 2022, s. 99). Patrzac na mozliwo$ci pojawiajace sie przed
prawnikami, maja oni do dyspozycji narzedzia umozliwiajace spojrzenie
z duzo szerszej perspektywy i przeszukiwanie milionéw terabajtéw danych.
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Niewatpliwie wplynie to na wieksza poprawno$é¢ przyjmowanych zalozen 1 po-
dejmowanych decyzji.

Przy odpowiednim wykorzystaniu IDSS procesy wymagane przy zrozu-
mieniu nie zostana u czlowieka zatrzymane, a wrecz poprawi sie ich poziom.
Mozna przyja¢ nastepujace zalozenia stuzace optymalizacji wykorzystania
IDSS w procesach decyzyjnych:

1. Potozenie nacisku na zintensyfikowanie procesu nauki o prawidlowym
funkcjonowaniu IDSS na studiach prawniczych oraz zwiekszenie liczby szko-
len w tym zakresie kierowanych do prawnikéw i sedziéw juz dziatajacych
w zawodzie.

2. Opracowanie na poziomie normatywnym rozwigzan dotyczacych mozli-
woéci korzystania z IDSS w procesie interpretacyjnym przy wydawaniu decy-
zji prawnych. Do polskiego systemu prawnego w najblizszej przysztosci wejda
postanowienia unijnego rozporzadzenie, jednak poziom ogdlnosci regulacji eu-
ropejskiej jest zbyt wysoki dla wykorzystania w poszczegdlnych sytuacjach.

3. Ewentualnie regulacja zakresu korzystania z IDSS przy wsparciu pro-
cesOW interpretacyjnych niezbednych przy wydawaniu decyzji prawnych prze-
pisami obowigzujacymi wewnetrznie.

Na wprowadzane zmiany nalezy patrze¢ przez pryzmat zaufania procedu-
ralnego, ktore obecnie obejmuje jednak relacje cztowiek—czltowiek. W Swietle
mnogoéci ,twardych” 1 ,miekkich” zrédet prawa dotyczacych IDSS, a takze
ich obecnoéci w prawniczych procesach interpretacyjnych zasadne wydaje sie
uznanie, ze udzial IDSS w procesie wydawania decyzji prawnych bedzie co-
raz wiekszy 1 powszechniejszy. Przypomnie¢ trzeba, ze w niniejszym artykule
wymienione zostaly jedynie wybrane przyklady zrédet prawa. Bardzo wazne
w tym kontekScie jest podjecie namystu 1 badan nad ta nowa technologia 1 jej
zastosowaniem w sferze prawa.

Decyzje prawne, w szczegblnoéci sadowe, to ptaszezyzna, gdzie zastosowa-
nie IDSS powinno podlegaé szczegdlnej weryfikacji. Waznym elementem kon-
troli tego procesu jest udzial w nim czlowieka. Wydanie decyzji sadowe] nie
ogranicza sie wytacznie do rozstrzygniecia czy rozwigzania sprawy. To konse-
kwencja proceséw decyzyjnych oséb kompetentnych oraz stron badz uczestni-
kéw postepowania. W trakcie dochodzenia do decyzji prawnej zachodza pro-
cesy edukacyjne dotyczace wszystkich oso6b bioracych udzial w postepowaniu.
Ludzie potrzebuja czasu do przemyslen i1 ten czas do namystu nalezy trak-
towaé jako jedna z wiekszych wartoSci proceséw decyzyjnych (Chesterman,
2021, s. 293). Czlowiek poszerza wlasne horyzonty, uwzgledniajac wiedze,
doSwiadczenia, etyke 1 wartoSci, choé trzeba tez wspomnieé¢ o niedostatkach
ludzkiego procesu decyzyjnego, w szczegblnoéci w sytuacji niepewnosci (zob.
Tversky 1 Kahneman, 1974, s. 459-580). Dochodzi wéwczas do intersubiekty-
wizacji indywidualnych przezy¢ cztonkéw spoteczenstwa 1 ksztattowania norm
postepowania.

7 drugiej strony w celu zlikwidowania przeciazenia sprawami w procesach
wydawania decyzji prawnych mozliwe byloby stworzenie systemu hybrydowego,
gdzie w postepowaniu pierwszej instancji osadza maszyna, a w drugiej instancji
czyni to czlowiek (zob. Cohen 1 in., 2023; zob. tez GRAI 1 MC, 2023, s. 13-15,
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gdzie uwagi do Elektronicznego postepowania upominawczego). Dotyczy to
spraw nieskomplikowanych 1 dotyczacych niskiej wartosci przedmiotu sporu.

Wydaje sie, ze dzi$ cztowiek nie ma jeszcze rozterek etycznych co do wyda-
wania decyzji prawnych przez maszyne, poniewaz sytuacji takich nie jest zbyt
wiele. Jednak liczba zmiennych, jakie maja wpltyw na decyzje prawna wyda-
wana przez czlowieka, moze z czasem by¢ uzupetniana w kontekscie IDSS, co
moze spowodowad, ze decyzje podejmowane przez czlowieka 1 maszyne stana
sie roOwnorzedne w aspekcie czynnikow na nie wplywajacych. Prawdopodobnie
od tego momentu trzeba bedzie wdrozy¢ dziatania pozwalajace na zachowanie
balansu miedzy procesami mys$lowymi: naturalnym i sztucznym. Obserwacja
zamian w rzeczywistosci pokazuje, ze taki scenariusz jest mozliwy juz w nie-
dalekiej przyszlosci.
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