
 
SSLLT 0(0) © The Author(s). Published by: Adam Mickiewicz University, 2024. 
Open Access article, distributed under the terms of the CC licence (BY-NC-SA, https://creativecommons.org/licenses/by-nc-sa/4.0/). 

 

1 

 
 

Studies in Second Language Learning and Teaching 
Department of English Studies, Faculty of Pedagogy and Fine Arts, Adam Mickiewicz University, Kalisz  

SSLLT 0 (0). 2024. 1-29. Published online: 30.07.2024 
https://doi.org/10.14746/ssllt.38492 

http://pressto.amu.edu.pl/index.php/ssllt 
 
 
 

Relative complexity in a model of word difficulty:  
The role of loanwords in vocabulary size tests1 

 

Derek N. Canning ✉ 

Seigakuin University, Ageo, Japan 
https://orcid.org/0009-0004-5868-4502 

dn_canning@seigakuin-univ.ac.jp 

 

Stuart McLean 

Momoyama Gakuin University, Osaka, Japan 
https://orcid.org/0000-0002-7035-378X 

stumc93@gmail.com 
 

Joseph P. Vitta 
Waseda University, Tokyo, Japan 

https://orcid.org/0000-0002-5711-969X 
vittajp@waseda.jp 

 
 

Abstract 
Recent studies have shown that the frequency effect, although long used as a 
guide to word difficulty, fails to explain all variance in learner word knowledge. 
As such, a “more than frequency” conclusion has been offered to explain how 
lexical sophistication accounts for word difficulty. This study presents a multi-
ple regression model of word-learning difficulty from a data set of monolin-
gual Japanese first language (L1) learners. Vocabulary Size Test (VST) scores of 
2,999 L1 Japanese university students were converted to logit scores to deter-
mine the word-learning difficulty of 80 target words. Five lexical sophistication 
variables were found to correlate with word-learning difficulty (frequency, 

 
1 This article is based on data published in McLean et al. (2014). 
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cognate status, age of acquisition, prevalence, and polysemy) above a practical 
significance threshold. These were subsequently entered into a regression 
model with the logit scores as the dependent variable. The model (R2 = .55) in-
dicates that three lexical sophistication variables significantly predicted VST 
scores: frequency (ß = -.28, p = .029), cognateness (ß = -.24, p = .005), and prev-
alence (ß = 0.22, p = .040). Despite suggestions that complexity studies be inter-
preted considering what is understood about the construct of linguistic complex-
ity, researchers have rarely made explicit the differences between absolute and 
relative complexity variables. As some variables can be shown to vary in com-
plexity according to the L1 population, these must be considered in discussions 
of test generalizability. Although frequency will continue to be the primary cri-
terion for the selection of lexical items for teaching and testing, the cognate sta-
tus of words can be used to predict the potential learning burden of the word 
more precisely for learners of different L1 backgrounds. 
 

Keywords: lexical sophistication; loanwords; cognates; vocabulary size test (VST); 
frequency effect; L2 word difficulty 

 
 
 
1. Introduction 
 
Interest in lexical sophistication as the multidimensional predictive construct for 
second language (L2) word difficulty, or what makes one lexical item more or less 
easy to learn than any other word, has prompted recent research (De Wilde, 2023; 
Hashimoto, 2021; Hashimoto & Egbert, 2019; Vitta et al., 2023). These studies sug-
gest that the frequency effect, although long used as a guide to word difficulty, fails 
to explain all variance in learner word knowledge and thus a “more than frequency” 
conclusion has been offered to explain how lexical sophistication accounts for word 
difficulty. It has been demonstrated that additional lexical variables, including but 
not limited to word neighborhood, cognateness, and the psychometric properties 
of lexical items explain as much of the learning burden of a word as does its fre-
quency (De Wilde, 2023; Hashimoto, 2021; Hashimoto & Egbert, 2019; Laufer, 
1989; Willis & Ohashi, 2012; Vitta et al., 2023). Precisely which of these variables 
are of the greatest importance to models of lexical difficulty and to what degree 
they contribute to predicted (or explained) variance is still a matter of debate.  

Lexical sophistication is regarded as a sub-construct of lexical complexity, 
itself an element of the broader construct of linguistic complexity (Bulté & Housen, 
2012). Despite the lack of a comprehensive theory of linguistic complexity, Bulté 
and Housen (2012) recommend that our understanding of operationalized varia-
bles would be well served by “a more explicit characterization of complexity” 
(2012, p. 22). They argue that all properties of language can be regarded as facets 
of either relative complexity (which they also term difficulty), or absolute complexity 
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(which they term simply complexity). Relative complexity includes those aspects of 
language acquisition that are learner-dependent, such as memory, motivation, 
or first language (L1) background. Absolute complexity refers to the number of 
different components, and the connections between them, of a language sys-
tem. In linguistics, absolute complexity is characterized as an objective, theoret-
ical characterization of the overall system, distinct from the difficulty involved in 
learning that system (Dahl, 2004). 

Studies on word difficulty and lexical sophistication have included variables 
such as cognateness (De Wilde, 2023; De Wilde et al., 2020; Willis & Ohashi, 2012), 
frequency and range (Hashimoto & Egbert, 2019; Vitta et al., 2023) and psycho-
linguistic variables (Vitta et al., 2023). Despite suggestions that results be inter-
preted in light of what is understood about the construct of linguistic complexity 
(Bulté & Housen, 2012; Pallotti, 2015), researchers appear to have yet to explore 
these variables while explicitly considering the differences between absolute and 
relative complexity. A theoretical understanding of the variables underpinning lex-
ical sophistication has ramifications for future studies in this area. Most im-
portantly, as some variables can be shown to be relatively complex according to a 
given L1 population, these must be considered in discussions of generalizability. 
The majority of studies in this area have focused solely on absolute complexity 
lexical sophistication variables. However, a recent study (De Wilde, 2023) found 
that a relative complexity variable, cognateness, was a significant predictor of 
English L2 word knowledge for L1 Dutch speakers. The following review of recent 
literature highlights that lexical sophistication variables have not been sufficiently 
considered in terms of absolute and relative complexity, particularly in a context 
in which the languages are unrelated, namely, English and Japanese. 

 
 

2. Review of literature 
 
Although there is no agreed-upon set of factors that contribute to lexical sophis-
tication, research in the field has converged on a limited set of variables that 
have been explored in several studies. Following the example of Vitta et al. 
(2023), lexical sophistication is used as a superordinate term for constructs and 
corresponding measurements that can account for word difficulty. This seman-
tic labeling is not universal in the literature, however (e.g., Hashimoto & Egbert, 
2019), but it is useful to organize trends in an area where clarity is lacking and 
debates are ongoing (see Kim et al., 2018). The following literature review pro-
vides an overview of how four broad categories of variables have been used in 
previous studies: usage- and learner-driven variables, psycholinguistic variables, 
semantic-network variables, and loanwords (or cognateness). It concludes with a 
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brief overview of studies that have modeled lexical sophistication in ways similar 
to the present study. 
 
 
2.1. Usage- and learner-driven variables 
 
Software applications such as the Tool for the Automatic Analysis of LExical So-
phistication (TAALES) (Kyle & Crossley, 2015; Kyle et al., 2018) access databases 
of lexical sophistication variables. In particular, the introduction of TAALES in 
2015 and TAALES 2.0 in 2018 has enabled researchers to quickly index various 
measures of lexical sophistication (Kyle & Crossley, 2015; Kyle et al., 2018). The 
TAALES software returns data on factors such as word frequency, word range across 
corpora, contextual distinctiveness, and L1 word recognition norms. What all of 
these have in common is that they represent aspects of how the word is used 
and/or processed by native speakers of the target language, or in the case of L2 
prevalence, learners of the target language. How TAALES organizes lexical so-
phistication variables serves as a useful framework for a brief discussion of some 
of the theory underpinning these factors and how they fit into a taxonomy of 
lexical complexity. Similar categories have guided recent discussions of research 
in this area (Peters, 2020). These categories will guide the following brief over-
view of lexical sophistication variables, although in the present study, not all var-
iables were indexed through TAALES. To demonstrate the importance of relative 
complexity in general and loanword status in particular to the construct of lexi-
cal complexity, it is necessary to examine the wide range of variables that have 
been argued to contribute to lexical complexity. 
 
 
2.1.1. Frequency 
 
Most researchers agree on the primacy of the frequency effect in learning vo-
cabulary (Ellis, 2002; Nation, 2006). It has been argued that all language acqui-
sition is dependent on learners attending to the relative frequency of form-func-
tion mappings at all levels of language use, from phonology to grammar (Ellis, 2002). 
Justifications for the structuring of vocabulary tests have been predicated on the 
frequency effect (Nation & Beglar, 2007). Despite awareness that frequency is not 
the only factor affecting vocabulary acquisition (Beglar, 2010; Nation & Beglar, 
2007), it is often operationalized as a simple function of frequency (e.g., Siskova, 
2012; Lu, 2012).  
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2.1.2. Range 
 
The simplest measure of range is the number of corpus parts in which the lexical 
item(s) occur (Gries, 2020). Other measures of range account for other factors, 
including the relative sizes of different parts of the corpus. A word with a larger 
range score can be expected to occur in more general contexts than a word with 
a lower range score that is found in specialized contexts. In both validation stud-
ies of the TAALES software, the range of lexical items used by participants signif-
icantly explained holistic lexical sophistication in speaking tasks (Kyle & Crossley, 
2015) and essay writing quality (Kyle & Crossley, 2016; Kyle et al., 2018). An ad-
ditional study from Kyle and Crossley (2016) showed that the use of words with 
a more restricted range resulted in higher holistic scores on a writing task.  
 
 
2.1.3. Prevalence 
 
Word prevalence is a bottom-up measure of what words are known by a given pop-
ulation of L2 learners (Brysbaert et al., 2021). Prevalence considers word knowledge 
independently of frequency and acts as a type of learner-driven metric to comple-
ment the usage-based constructs and measurements presented in this category. 
Crowd-sourced surveys of what words were known by English learners from a list of 
more than 60,000 lemmas were compiled by Brysbaert et al. (2021). As these data 
have only recently been made available, they are not indexed in TAALES and have 
not yet been used in research on word difficulty such as the present study. 
 
 
2.1.4. Contextual distinctiveness 
 
Some of the factors thought to contribute to lexical sophistication have been drawn 
from corpus linguistics research. Among these is contextual distinctiveness, which 
is a measure of the probability a given word has of appearing in diverse contexts 
(McDonald & Shillcock, 2001). Contextual distinctiveness has been found to influ-
ence lexical decision reaction times in psycholinguistic research (McDonald & 
Shillcock, 2001), and semantic diversity has been shown to correlate with frequency 
and to predict semantic judgment tasks in aphasia patients (Hoffman et al., 2013). 
In the field of SLA, Hashimoto and Egbert (2019) showed that contextual distinc-
tiveness significantly predicted vocabulary difficulty. In their validation study of 
TAALES 2.0, however, Kyle et al. (2018) did not find that contextual distinctiveness 
significantly predicted holistic measures of lexical sophistication in a post-secondary 
student writing task, although it was correlated with the dependent variable. 
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2.1.5. Word length 
 
Another lexical sophistication variable that has been shown to influence vocab-
ulary acquisition is word length. Ellis and Beaton (1993) provided evidence that 
word length negatively correlated with the productive translation of an L2 word. 
Willis and Ohashi (2012) also found that word length in phonemes helped pre-
dict the difficulty of L2 lexical acquisition. Longer words simply contain more 
opportunities to differ phonologically and orthographically from the L1. Not all 
considerations of lexical sophistication, however, have included word length as 
a metric (e.g., Kyle et al., 2018; Vitta et al., 2023). 

 
 

2.1.6. Word neighborhood 
 
Word neighborhood has also revealed a relationship with word difficulty. Phono-
logical and orthographic neighborhoods are defined as the group of words that 
can be formed by switching out only one phoneme or letter, respectively, from a 
reference word (Adelman & Brown, 2007). Research in psycholinguistics has 
shown that phonological and phonographic neighbors (those closely related both 
phonologically and orthographically) have facilitative effects on L1 word naming 
latencies (Adelman & Brown, 2007). Hashimoto and Egbert (2019) found that or-
thographic neighbor density significantly predicted word difficulty. 

 
 

2.2. Semantic network 
 
Semantic network measures are those pertaining to a word’s degree of polysemy, 
that is, the number of senses a word has (usually measured at the lemma level) and 
hypernymy, where words with higher hypernymy scores have more superordinate 
terms than words with lower scores (Kyle et al., 2018). Standing in contrast to usage-
/learner-driven metrics, semantic network properties are determined “within” the 
nature of the word itself. Research in L2 vocabulary acquisition has shown that pol-
ysemy contributes to the difficulty involved in learning a word (Peters, 2020). In a 
longitudinal study of university students in Britain, Schmitt (1998) found that ad-
vanced learners of English tended to acquire only a single meaning of polysemous 
words as determined through a word-knowledge interview test. Hashimoto and Eg-
bert (2019) combined measurements of polysemy and hypernymy and demonstrated 
that these measurements correlated with word difficulty and contributed to their 
final model of word difficulty derived from a yes/no vocabulary knowledge test. Pol-
ysemy and hypernymy indices were included only in TAALES Version 2.0. The validation 



Relative complexity in a model of word difficulty: The role of loanwords in vocabulary size tests 

7 

study of this version of the software uncovered correlations between polysemy and 
hypernymy, and lexical proficiency in essay-writing tasks (Kyle et al., 2018). 
 
 
2.3. Psycholinguistic properties of words 
 
Concreteness, imageability, familiarity, and meaningfulness ratings have long been 
researched in psycholinguistics, although they have more recently been recognized 
for their potential to explain L2 vocabulary learning (Crossley et al., 2011; Ellis & 
Beaton, 1993). Imageability and concreteness are measures of the ease with which a 
referent of a word can be brought to mind. Imageability and concreteness have been 
argued to influence recall performance equal to frequency (Christian et al., 1978). 
Word meaningfulness is an index of the subjective ease with which a word can be 
associated with another word (Ellis & Beaton, 1993; Toglia & Batting, 1978). Famili-
arity, however, is not a well-defined concept, but is the subjective ranking of a 
word’s “ease of perception” (Tanaka-Ishii & Terada, 2011, p. 1) and is regarded as 
closely related to meaningfulness (Chumbley & Balota, 1984).  

TAALES software makes use of two databases of the psycholinguistic proper-
ties of words: the MRC Psycholinguistic Database (Coltheart, 1981) and Brysbaert 
et al.’s (2013) list of concreteness ratings for 40,000 English lemmas. Second lan-
guage acquisition research that has made use of these data includes Crossley et al. 
(2016), who demonstrated that spoken learner vocabulary output tended to be-
come less concrete, or in the researcher’s terminology, salient, over time, suggest-
ing that higher concreteness correlates with higher lexical sophistication. In two val-
idation studies for the TAALES software, correlations were observed between the 
dependent variable and familiarity, imageability, and meaningfulness in Kyle and 
Crossley (2015) and with familiarity and meaningfulness in Kyle et al. (2018). 

An additional psycholinguistic index included in TAALES is age of acquisition. 
Age of acquisition measures are derived from subjective judgments by adult L1 
speakers regarding the period in one’s life that a particular word is learned (Kuper-
man et al., 2012). Age of acquisition has been proposed as a more reliable indication 
of word-naming latency than frequency in L1 psycholinguistic studies (Morrison & 
Ellis, 1995). Crossley et al. (2016) left this index out of their study on word concrete-
ness, arguing that it does not reflect salience. Hashimoto and Egbert stated that 
they excluded this variable from their study of lexical complexity and word difficulty 
as it pertained only “to learners of a specific background” (2019, p. 850). The varia-
ble has been included here, as at least one study has shown that L2 word knowledge 
correlates with L1 age of acquisition (De Wilde et al., 2020). 

One aspect of the psycholinguistic property of words that has not been ex-
plored regarding second language word-learning difficulty is valence, arousal, and 
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dominance (VAD). These three measurements, derived from human ratings, 
rank words according to positiveness and negativeness (valence) on one axis, on 
activeness and passiveness (arousal) on another, and dominance and submis-
siveness (dominance) on the third. It has been argued that these are the three most 
important dimensions of word meaning and that they can lead to an under-
standing of affect in language use (Mohammad, 2018). 
 
 
2.4. Loanwords 
 
Cognates or loanwords have been shown to contribute to vocabulary size test scores 
(Laufer & McLean, 2016), meaning recall test scores (Daulton, 1998), and word-learn-
ing difficulty in monolingual L1 groups in languages related to English (De Wilde et al., 
2020; De Wilde, 2023) and in Japanese (Willis & Ohashi, 2012). These studies share a 
definition of loanwords as phonologically similar lexical items with similar meanings 
across two or more languages. As the subset of cognates between any two languages 
differs, they can serve as a readily identifiable aspect of relative complexity. If the 
learning of a set of lexical items in the L2 is facilitated by their status as loanwords in 
the L1, this raises concerns with our understanding of the construct of lexical sophis-
tication and the generalizability of word difficulty studies. 

 
 

2.5. Modeling lexical sophistication 
 
In the last decade researchers have made attempts to model multiple measures of 
lexical sophistication and word difficulty, or vocabulary knowledge. Willis and 
Ohashi (2012) found that cognateness, frequency, and phonemic word length best 
predicted Japanese L1 vocabulary knowledge on the Vocabulary Size Test (VST), ac-
counting for almost 50% of the variance in a multiple linear regression model. Cog-
nateness was the most significant contributor to the model, followed by the log of 
frequency distribution, and finally by word length in phonemes. The results here 
are interesting considering Beglar’s (2010) observation that some of the frequency 
bands on the VST were not clearly distinguished in terms of difficulty due to the 
presence of English to Japanese loanwords. In other words, despite their lower fre-
quency, certain words on the VST were easier, in terms of Rasch logit scores, be-
cause they were known to the test takers as loanwords in their L1.  

In validation studies done for the release of both versions of TAALES, research-
ers established that a collection of lexical sophistication measures including range and 
frequency, as well as familiarity and meaningfulness explained 51.7% (Kyle & Crossley, 
2015) and 58% (Kyle et al. 2018) of the variance in holistic scores of vocabulary 
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proficiency in speaking and writing tasks, respectively. In contrast to the Willis and 
Ohashi (2012) investigation, which was conducted with participants from a single 
L1, Japanese, the TAALES validation studies were done with a corpus of speakers 
and writers drawn from different L1 backgrounds, including data from the TOEFL 
public use data set (Kyle & Crossley, 2015; 2016; Kyle et al., 2018).  

More recent attempts to model lexical sophistication measures and vo-
cabulary knowledge draw on data from non-monolingual L1 sources. Hashimoto 
and Egbert (2019) argue that there is little empirical evidence to show that fre-
quency is the primary variable affecting vocabulary difficulty and the order of 
acquisition. They hoped to demonstrate which variables correlated with word 
knowledge on a yes/no vocabulary test given to speakers from 36 different L1 
backgrounds. A best subsets regression model with nine final variables revealed 
that ranked frequency on the Corpus of Contemporary American English (COCA) 
(Davies, 2008) was the strongest predictor in the model and two measures of 
range, BNC fiction and COCA, were also included in their model. Three other lex-
ical sophistication predictors: contextual distinctiveness, number of senses (pol-
ysemy), and the number of words in orthographic neighborhood together ex-
plained 37.2% of word difficulty.  

Despite the advantage of having reliable access to a wide array of predictor 
variables, there is some concern that removing variables through stepwise and/or 
subset regression fails to prioritize theory in model constructions. In a conceptual 
replication of Hashimoto and Egbert (2019), a theoretically derived model of lexical 
sophistication explained 52% of variance in a yes/no word knowledge exam given 
to learners from two different L1 backgrounds: Japanese and Arabic (Vitta et al., 
2023). Of this 52%, Pratt product measurements estimated that two non-frequency 
lexical sophistication variables, word naming reaction time and age of acquisition, 
both underpinned by L1 speaker norms, predicted approximately 34% of the vari-
ance. Despite the methodological differences between the Hashimoto and Egbert 
(2019) and Vitta et al. (2023) studies, there is agreement that lexical sophistication 
involves more than frequency. The Vitta et al. (2023) study, however, like the Hash-
imoto and Egbert (2019) paper, does not include cognateness, or differentiate be-
tween relative and absolute complexity. Although this is a necessary part of the re-
search design to accommodate speakers of multiple first languages, the lack of dis-
cussion of relative complexity makes these conclusions difficult to generalize to 
speakers of a single L1. To date, researchers appear not to have explicitly addressed 
the role of absolute and relative complexity in studies of word difficulty. Studies that 
have looked at word difficulty data from multiple L1 sources have left out relative 
complexity variables such as loanwords or cognates (e.g., Hashimoto & Egbert, 
2019; Vitta et al., 2023). Research that has included relative complexity variables 
has been small in scale and has not highlighted the distinction between relative 
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and absolute complexity (e.g., Laufer & McLean, 2016; Willis & Ohashi, 2012). Work 
that has been done on word difficulty and relative complexity variables has fo-
cused on related languages (e.g., De Wilde et al., 2020; De Wilde, 2023). To address 
this gap, the following research questions are explored in the present study:  

 
1. To what extent does absolute multidimensional lexical sophistication 

predict word difficulty among Japanese EFL learners? 
2. To what extent does relative multidimensional lexical sophistication pre-

dict word difficulty among Japanese EFL learners? 
 
 
3. Methods 
 
To answer the research questions for this study, vocabulary item difficulty scores 
were calculated from the VST (Nation & Beglar, 2007). Lexical sophistication in-
dices were correlated with item difficulty scores in logits. Finally, a multiple re-
gression model was constructed with lexical sophistication variables that were 
found to correlate with the dependent variable at r ≥ .30, p < .050. 
 
 
3.1. Participants 
 
VST scores were taken from an existing data set consisting of 3,449 Japanese first-, 
second-, and third-year university students in Western Japan (McLean et al., 2014) 
from 25 universities. Only data from those explicitly listing Japanese as their L1 were 
used in the study. 113 (3.3%) listed a language other than Japanese as their first 
language, and 337 (9.8%) of the participants did not list their first language, leaving 
a total of 2,999 (86.9%) L1 Japanese participants (for more details on data collection, 
see McLean et al., 2014). Corresponding to recent calls for multisite research in ISLA 
research in general (Vitta & Al-Hoorie, 2021) and vocabulary research in particular 
(Vitta et al., 2022), a multisite dataset was selected, which has enhanced external 
validity over single site samples (Moranski & Ziegler, 2021). 
 
 
3.2. Instruments and operationalization 
 
3.2.1. VST and word difficulty 
 
The VST (Nation & Beglar, 2007) is a vocabulary knowledge test of the first 8,000 
most common words on the BNC. Ten words are sampled from each band of 
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1,000 words for a total of 80 words on the test. The test is a meaning-recognition 
multiple-choice test with the target item given in an English sentence. The item sen-
tences were designed not to provide any semantic information about the word and 
were intended only as a guide to its part of speech. The correct description of the 
word is chosen from four possible answers. The VST has been shown to display a 
high degree of psychometric unidimensionality with high construct validity (Beglar, 
2010). Item difficulty was operationalized through a dichotomous Rasch analysis of 
the VST scores in the McLean et al. (2014) data set.  

As an existing data set was selected for this study, G*Power (Faul et al., 2007) 
was used to conduct sensitivity power analyses (for such use in L2 vocabulary re-
search, see Vitta et al., 2022). Assuming two-tailed correlation testing with conven-
tional Type I (⍺ = .05) and Type II (ß = .20) thresholds, the sample of 80 target words 
was just large enough to detect r ≥ .30, the a priori threshold for practical signifi-
cance (referencing Hashimoto & Egbert, 2019; Vitta et al., 2023) and thus suitable 
for the intended bivariate screening process. Assuming the same thresholds and 
eight predictors (referencing the final multiple regression models of Hashimoto & 
Egbert, 2019 and Vitta et al., 2023), a sensitivity power analysis determined that the 
data set was large enough to detect R2 ≥ .18 which was acceptable given the small-
est effect in Hashimoto and Egbert (2019) was larger, R2 = .24. 
 
 
3.2.2. Evidence of psychometric suitability for the use of VST data in current study 
 
Rasch analysis was conducted in Winsteps Version 4.4.7 on the VST scores to 
determine item reliability and fit statistics. Rasch person reliability (separation) 
was .89 (2.89) and item reliability (separation) was 1.00 (26.66). Due to the large 
sample size, model fit was determined by infit mean-square values rather than 
standardized z scores (Linacre, 2002). Item infit mean square scores for all items 
were found to be between 0.77 (vocabulary) and 1.21 (restore). These scores 
are acceptable for a “run of the mill” multiple choice test (Wright & Linacre, 
1994) and confirmed the VST as a valid representation of the comparative diffi-
culty of the 80 words on the test.  
 
 
3.2.3. Lexical sophistication variables 
 
Lexical sophistication indices were calculated for the 80 words tested on the VST. 
These predictor variables were derived from Vitta et al. (2023) and Hashimoto 
and Egbert (2019), with some key differences, summarized in Appendix A, to-
gether with a key to the variable codes.  
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3.2.4. Range and frequency  
 
The primary measures of range and frequency were taken from the COCA (Davies, 
2008). These were used because it has been argued that the corpus texts chosen 
for L2 research should “make sense” regarding the population under study (Pinch-
beck et al., 2022, p. 4). Given that the COCA corpus comprises sources from Amer-
ican English, it was thought to best represent the language to which learners had 
been exposed. In keeping with previous research in this area (Eguchi & Kyle, 2020; 
Kim & Crossley, 2018; Kim et al., 2018; Stewart et al., 2022; Vitta et al., 2023), all 
range and frequency measures were log transformed. As raw frequency measures 
of word frequency follow Zipfian distributions, log-transformed measures of these 
indices are better suited to linear regression analysis. The z scores of four COCA 
measurements for frequency and four measurements for range were aggregated, 
again in keeping with recommendations in Vitta et al. (2023). All variables were 
then screened for correlation with the dependent variable, discussed in section 
3.2.16 dealing with correlational analysis.  
 
 
3.2.5. Loanword status  
 
The Japanese loanword status of the 80 words on the VST was established in two 
ways. First, the list of the first 70 words of the VST and their status as loanwords 
in Japanese were derived from Daulton’s (2007) monograph on English cognates 
in Japanese. The remaining English VST words, representing the final ten items of 
the VST, were checked manually on three online Japanese dictionaries (https://dic 
tionary.goo.ne.jp/; http://www.kotoba.ne.jp/; https://ejje.weblio.jp/). If two out 
of the three dictionaries returned a katakana equivalent for any of the VST words, 
that word was coded as having loanword status. Following Willis and Ohashi (2012), 
cognate status was coded as a binary variable.  

A more detailed understanding of the degree of cognateness of a word would 
require research into the degree of semantic overlap between the words in Eng-
lish and their katakana counterparts in Japanese. This has been explored using 
bilingual perceptions of word meaning. Coupled with the degree of perceived se-
mantic overlap, Allen and Conklin (2013) compiled bilingual perceptions of pho-
netic overlap. However, as only 198 words were rated in the Allen and Conklin 
(2013) paper, the data were not able to be applied in the present study. 26 (32.5%) 
of the 80 VST words were determined to be Japanese loanwords, in common ka-
takana usage. A list of these words can be found in Appendix B. 
 
 

https://dictionary.goo.ne.jp/
https://dictionary.goo.ne.jp/
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3.2.6. Psycholinguistic variables  
 
Concreteness was a predictor variable in Vitta et al. (2023), but was not included 
in Hashimoto and Egbert (2019). Indices for all concreteness ratings were taken 
directly from the data provided in Brysbaert et al. (2013). As in Vitta et al. (2023) 
and in contrast to Hashimoto and Egbert (2019), age of acquisition was included 
as a predictor variable in the present study and indexed through TAALES. The age 
of acquisition measurement for one word, demography, was not available, and 
the index for demographic was used in its place. TAALES did not return an index 
for the word “yoghurt,” and the index for the American spelling of the word, yo-
gurt, was used in its place. The word bloc was not indexed by TAALES. Using SPSS 
ver. 28, a missing value analysis was undertaken assuming a regression and nor-
mal distribution approach and the value for the word bloc was estimated. 
 
 

3.2.7. Word length  
 
Word length indices, including number of letters, number of phonemes, and 
number of syllables were derived from the MRC Psycholinguistics Database. 
None passed screening, as discussed below in section 3.2.16. (number of letters 
[NLET]: r = .215, p = .056, number of phonemes [NPHON]: r = .17, p = .134, num-
ber of syllables [NSYL]: r = .24, p = .036).  
 
 

3.2.8. Semantic network  
 
Due to technical issues with TAALES Version 2.0.3, polysemy indices were de-
rived from TAALES Version 2.8.1 (beta). Indices were not included for hypernymy 
as it applies only to nouns and verbs. More than 10% of the word list consists of 
adjectives or words that could be construed as adjectives, and therefore only 
polysemy (content_poly) was included in the correlation screening. It was found 
to correlate with word difficulty at r = -.532, p < .001. 
 
 

3.2.9. Word neighborhood  
 
Word neighborhood is defined as the set of lexical items that can be formed by 
switching out one phoneme or letter from a reference word (Adelman & Brown, 
2007). In total, 13 indices of word neighborhood (Freq_N, Freq_N_P, Freq_N_PH, 
OG_N, OG_N_H, OLD, OLDF, Ortho_N, PLD, PLDF, Phono_N, Phono_N_H) were op-
erationalized in TAALES. None passed the bivariate correlation screening process.  
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3.2.10. Contextual distinctiveness  
 
Two measures of contextual distinctiveness, semantic diversity (Sem_D), and McDo-
nald co-occurrence probability (McD_CD), were operationalized through TAALES. 
Neither passed bivariate screening with the dependent variable (Sem_D: r = -.24, 
p = .031, McD_CD: r = -.10, p = .396). 
 
 
3.2.11. Age of acquisition  
 
Age of acquisition (Kup_AoA) is a measure of the age at which a native speaker 
of a language is thought to acquire a given word (Kuperman et al., 2012). It has 
been researched in L1 word naming and lexical decision paradigms and shown 
to influence these variables independent of a word’s frequency (Morrison & Ellis, 
1995). AoA was operationalized through TAALES and correlated with item diffi-
culty (r = .44, p < .001). 
 
 
3.2.12. Word recognition 
 
Another psycholinguistic variable drawn from L1 research is word naming laten-
cies. Following Vitta et al. (2023), and in the interests of succinctness, only two 
variables were operationalized through TAALES: word naming response accu-
racy (WN_Mean_Accuracy), and word naming response time (WN_Mean_RT). 
Neither variable was correlated significantly with word difficulty. 
 
 
3.2.13. Concreteness  
 
Concreteness measures derived from Brysbaert et al. (2013) were not available 
for 3 of the 80 words on the VST. Without imputing missing values, correlation 
with logit scores were low (r = -.10) and the variable was eliminated from con-
sideration for the regression model. 
 
 
3.2.14. Valence, arousal, and dominance  
 
Indices of valence, arousal, and dominance were derived from Mohammed 
(2018). Only 76 of the 80 words contained on the VST were available. Without 
imputing missing values, the low correlation between all three indices and logit 
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scores (valence: r = -.12; arousal: r = .05, and dominance: r = -.14) eliminated 
these variables from consideration for the regression model. 
 
 
3.2.15. Prevalence  
 
Values for prevalence were derived from Brysbaert et al. (2021). The prevalence 
scores were log-transformed. The prevalence score for one word on the VST, 
null,was imputed assuming a normal distribution. Prevalence scores were found 
to correlate with the logit scores at r = .59, and this variable was included in the 
regression analysis. 

 
 

3.2.16. Correlation analyses 
 
Correlation analyses with pairwise deletion for missing data were run in JASP be-
tween the 34 lexical sophistication variables and the item difficulty logits derived 
from a Rasch analysis. As in Vitta et al. (2023), only variables that correlated with 
the item difficulty logits at r ≥ .30, p < .050 were considered for the final model. This 
left six remaining variables: loanword status, prevalence, age of acquisition, poly-
semy, and the aggregated log-transformed scores of COCA frequency and range.  

Variables found to correlate with the dependent variable were then 
checked for bivariate collinearity. The threshold for being removed from consid-
eration for the final linear regression model was set at r = .90, following Hash-
imoto and Egbert (2019). None of the six predictor variables exceeded the biva-
riate collinearity threshold. The correlation matrix of variables retained for the 
regression can be seen in Table 1. A complete correlation table for all variables 
considered, as well as the data necessary to recreate the regression models can 
be found at: https://ur0.jp/4Lwjz. 
 
Table 1 Correlation matrix of lexical sophistication indices and word difficulty in 
item logits 
 

Variable 
Word  

difficulty 
Prevalence Cognateness 

Age of  
acquisition 

Polysemy Frequency 

Word difficulty —           
Prevalence .59** —         
Cognateness -.39** -.26** —       
Age of acquisition .48** .47** -.21 —     
Polysemy -.53** -.41** .13 -.44** —   
Frequency -.63** -.64** .17 -.46** .67** — 
Range -.55** -.38** .08 -.32* .57** .74** 
Note. * p < .05; ** p < .01 
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3.2.17. Multiple linear regression 
 
The final list of six variables that correlated with item difficulty at r ≥ .30, p < .050 
were entered into a multiple linear regression analysis using JASP. The linear regres-
sion returned high VIF values for COCA range (2.34) and frequency (4.00), and so the 
variable with the lower correlation with logit scores, range (r = -.55) was removed. 
Following the regression analysis, residuals were checked for linearity and homo-
scedasticity. None violated the assumptions of multiple linear regression.  
 
 
4. Results 
 
4.1. Regression model 
 
After removing range, the five lexical sophistication variables found to correlate 
with item difficulty at r ≥ .30, p < .05 were entered into a multiple linear regression 
model in JASP. The overall regression was statistically significant (R2 = .55, F(5, 74) = 
18.17, p < .001). The model showed that three of the predictors were statistically 
significant: cognateness (ß = -.24, p = .005), prevalence (ß = .22, p = .040) and fre-
quency (ß = -.28, p = .029). The other two predictors in the model: polysemy (con-
tent_poly) (ß = -.17, p = .125) and age of acquisition (ß = .13, p = .177) did not sig-
nificantly predict logit score. The final regression model was: word difficulty = -.25 
- .63*(cognateness) - .04*(polysemy) + .05*(age of acquisition) - .38*(frequency) 
+ .51*(prevalence) + error. The model is shown in Table 2. Assumptions for the gen-
eral linear model (using Vitta et al., 2023 as a model) were met after the removal of 
range: a – residuals were normally distributed; b – scatterplot between z-scored 
residuals (Y-axis) and predicted values (X-values) randomly and evenly straddled the 
Y = 0 line suggesting the assumptions of homoscedasticity and linearity were met; 
c – VIFs were under 2.50 or only marginally above in the case of frequency suggest-
ing that multicollinearity was not a concern, especially as there was no sign switch-
ing resulting in negative Pratt values; and d – values for centered leverage and 
Cook’s distance were under 1 suggesting that no case had undue influence.  
 
 
4.2. Interaction analyses 
 
After independent expert review, we conducted a post-hoc analysis of the inter-
action between cognateness and all absolute lexical sophistication predictors. 
The interaction variables displayed moderate and significant associations with 
the dependent variable, that is, word difficulty. The interaction predictors, however, 
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were inconsequential in multiple regression modeling (see Appendix C for fur-
ther details). This finding supports the conclusion that cognateness did not not 
meaningfully interact with (absolute) lexical sophistication variables when ac-
counting for L2 word difficulty in this current study.  
 
Table 2 Model coefficients of lexical sophistication factors and word difficulty 
 

 Model 
  

 B SE B ß t p 
95% CI 

VIF Pratt 
  LL UL 

H₀ (Intercept) -2.500e -4 .14   -0.002 .999 -0.28 0.28     
H₁ (Intercept) -2.05 .95   -2.16 .034 -3.95 -0.16     
  Cognateness -.63 .21 -.24 -2.92 .005 -1.06 -0.20 1.08 9.22 
  Prevalence .51 .24 .22 2.10 .040 0.03 0.99 1.89 13.20 
  Age of acquisition .05 .04 .13 1.36 .177 -0.03 0.13 1.43 6.10 
  Polysemy -.04 .02 -.17 -1.55 .125 -0.08 0.01 1.91 8.88 
  Frequency -.38 .17 -.28 -2.23 .029 -0.72 -0.04 2.59 17.70 

Note. Pratt, computed via ß (in the regression model) x r (bivariate association with the DV) denotes 
the amount each predictor contributes to the models R2 (see use in Vitta et al., 2023).  

 
 
5. Discussion 
 
In answer to the first research question, the only absolute complexity variables found 
to significantly contribute to the model were frequency (ß = -.28, p = .029, accounting 
for 32.18% of the model’s predictive variance [17.70% / 55.00% = 32.18%]) and prev-
alence (ß = .22, p = .040, 24.07% of the model’s predicted variance). This corroborates 
evidence that frequency is a primary determinant of the difficulty involved in word 
learning (e.g., Hashimoto & Egbert, 2019; Vitta et al., 2023; Willis & Ohashi, 2012). 
Frequency can be regarded as a measure of absolute complexity in that it is ostensibly 
a measure of the amount of interaction a learner can be expected to have had with 
the target lexis. This objective measurement is independent of the subjective experi-
ences of learners from disparate L1 backgrounds. 

In answer to the second research question, loanword status as a measure of 
relative complexity played a significant role in predicting word difficulty (ß = -.24, p 
= .005, 16.76% of the model’s predicted variance). Of other studies in this area, only Wil-
lis and Ohashi (2012), De Wilde et al. (2020), and De Wilde (2023) included loanword 
status as an independent variable, and the results of the present study support their 
findings. Cognateness as a significant factor has important ramifications for the vali-
dation of vocabulary size tests. In studies involving learners from multiple first lan-
guages, such as Hashimoto and Egbert (2019) and Vitta et al. (2023), loanword status 
introduces a confounding complexity variable that differs between populations sam-
pled. Just as importantly, in monolingual L1 contexts, the loanword status of test 
items should be considered when considering the learning difficulty of words.  
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The findings of the current study in relation to cognateness raise important 
questions in relation to sampling. Studies such as De Wilde (2023) and the current 
study were done with homogeneous L1 populations, which enabled the model-
ing of L1-driven relative complexity variables such as cognateness and preva-
lence. On the other hand, other word difficulty studies such as Hashimoto and Egbert 
(2019) and Vitta et al. (2023) purposefully included learners with different L1s, 
rendering the modeling of L1-driven relative complexity variables difficult if not 
impossible due to measurement invariance concerns. Given the significant and 
substantial contribution of cognateness to the current study’s model, future re-
searchers should consider whether heterogeneity regarding L1 is a useful design 
feature or something that precludes the modeling of useful constructs to under-
stand L2 word difficulty. Put differently, perhaps L2 word difficulty should be 
addressed controlling for L1 differences.  

The findings in the present study are consistent with similar research into 
word difficulty. This includes those that have shown at least one index of fre-
quency that significantly predicted word difficulty. However, as a metric of ab-
solute complexity, frequency should be considered in conjunction with relative 
complexity variables. The results suggest a broad approach to studies of lexical 
complexity that includes explicit consideration of relative and absolute variables. 
At the theoretical level of Bulté and Housen’s (2012) construct specification, sys-
temic lexical complexity can be considered as the breadth of the target language 
lexis, an absolute measure of the complexity of the system and frequency as an 
estimated measure of exposure to that system. However, the subset of loan-
words in an L1 that overlap with the target language contributes a subjective 
element of relative complexity to a model of L2 word learning. At an observa-
tional level, lexical complexity was manifested in test performance, which was 
then operationalized in the variables explored in this study and studies like it. 
The results here suggest that as loanword status is a significant predictor of lex-
ical complexity, it needs to be considered alongside other independent variables. 
What lexical sophistication variables are of primary importance to word-learn-
ing difficulty is still an open question, and how they interact with learner- and 
context-specific variables is an area for future research. The results of the cur-
rent study suggest that whatever variables are considered should be evaluated 
in terms of absolute or relative complexity. 

This study is in line with the trend exemplified in De Wilde (2023), which 
included a relative complexity (more specifically, lexical sophistication) predictor 
alongside a suite of absolute complexity (lexical sophistication) predictors. The 
current study’s findings, furthermore, add new insights to this discussion. First, 
relative complexity appears to have little association with absolute complexity 
predictors given the very low VIF observed, 1.08, which implies that the other 
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predictors together only accounted for 7.80% of cognateness’s variance. Second, rel-
ative complexity complements absolute complexity as opposed to completely over-
taking or replacing it in accounting for word difficulty. It is noteworthy that more than 
80% of the variance predicted by the model, as summarized by the reported Pratt 
values reported in Table 2 where each value ascribes a discrete amount of the vari-
ance a predictor contributes to the model’s R2, can be attributed to absolute com-
plexity variables. The inclusion of a relative complexity variable does not disturb the 
model’s satisfying the assumptions of the general linear equation. 

Researchers in vocabulary testing have long acknowledged that frequency 
is not the only factor in word difficulty (Beglar, 2010; Nation & Beglar, 2007). Stew-
art et al. (2022) have argued that vocabulary size tests are organized around fre-
quency to facilitate efficient learning of the words that are most useful in English: 
namely, those that are the most frequent. It has recently been argued that draw-
ing from knowledge-based vocabulary lists would better target the abilities of the 
test-takers (Schmitt et al., 2021). This task might be made more efficient still by 
first identifying which words are loanwords for the target population and thereby 
partly accounting for the relative difficulty of the items on the test. 
 
 
6. Limitations and future research 
 
There are limitations to this study. First, psycholinguistic variables were underrepre-
sented in the correlation phase of the study. Psycholinguistic variables were found 
to correlate or predict word-learning difficulty and lexical sophistication in De Wilde 
et al. (2020), De Wilde (2023), and Vitta et al. (2023). Imageability and meaningful-
ness were not included in the present study as indices were not available for all 
items on the VST. It would be of interest to know what the inclusion of a broader 
range of psycholinguistic variables in a study of this kind would yield. Additionally, only 
one relative complexity variable, loanword status or cognateness, was included for 
analysis. In keeping with calls to define complexity more explicitly (Bulté & Housen, 
2012), future research can be done to identify other relative complexity variables that 
are thought to contribute to lexical sophistication and to include them in studies of 
this type. One other limitation is that the research was carried out on an existing da-
taset. Future research into word difficulty should rely on carefully chosen sample pop-
ulations, which would allow researchers to fully account for relative complexity fac-
tors. A final notable limitation is the coding of cognateness as a binary variable. Fu-
ture research in this area might focus on the perceived degree of semantic overlap 
between Japanese loanwords and their English counterparts as in Allen and Conklin 
(2013), coupled with measurements edit or Levenshtein or edit distance. Research 
of this type on languages that share scripts is common (e.g., Dijkstra et al., 1999; 
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Schepens et al., 2011). However, given the difference in orthographic systems be-
tween Japanese and English, it may be necessary to analyze the weighted pho-
netic edit distance between the lexical items while also controlling for word 
length. Work in this area includes Kondrak (2000, 2003) and applying research 
of this type to English loanwords in Japanese is likely to yield valuable insights. 

In further regard to future research, the response variable in the present study 
was calculated from VST scores, a test constructed from a frequency-based word 
list. Schmitt et al. (2021) have shown that knowledge-based word lists are not 
strongly associated with frequency. It would be instructive to compare the pro-
portional contributions of relative and absolute complexity variables to knowledge-
based word lists and frequency-based lists. Furthermore, the number of items 
on the VST is limited. Brysbaert (2019) has shown that to observe an effect size 
of d = .40 which equates to r = .2, the minimum number of participants, or in 
this case, vocabulary items, is 200. Research done on future tests can also con-
trol for the absolute and relative complexity factors affecting distractors, which 
was not done in the current study. 
 
 
7. Conclusion and pedagogical implications 
 
Findings from this study have corroborated research into the complex nature of 
lexical sophistication and show that frequency alone does not determine the dif-
ficulty of a word. Several categories of lexical sophistication can be demonstrated 
to correlate highly with word learning difficulty. Additionally, this study has shown 
that loanword status, as a measure of relative complexity, significantly predicts 
word difficulty. This has important implications for how vocabulary is tested and 
taught. Although vocabulary size tests such as the VST are structured around fre-
quency bands, these bands do not necessarily reflect the relative difficulty of all 
the words contained within it.  

These findings suggest two important pedagogical implications. Testing 
and teaching protocols would do well to consider the relative complexity factors 
when selecting or sequencing word lists for instruction. Words that are cognates 
in the learners’ L1 may require less attention than other words of greater or sim-
ilar frequency. When deriving word lists for instruction, cognates or loanwords 
require special attention. Those in the L1 that have high semantic overlap with 
the target language may have facilitative effects on acquisition and vice versa. 
The takeaway is that the relationship between learner prior knowledge and the 
target language must be accounted for. Indeed, there have been recent calls to 
structure vocabulary learning around knowledge-based vocabulary lists (Schmitt et al., 
2021). This would enable curriculum designers and teaching practitioners to account 
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for relative factors affecting vocabulary learning. A second implication for the class-
room involves assessment. This study has shown that cognates or loanwords are a 
key nexus of interaction between languages and therefore vocabulary tests should 
control for their effect. In all learning contexts, this involves a consideration of the re-
lationship between languages. Closely related languages that share orthographies may 
require different testing protocols than more distantly related languages. Further-
more, the outcome of vocabulary tests that are administered to learner groups of var-
iegated first languages are likely affected by the relative differences between the L1s 
and the target language, including the influence of loanwords or cognates. In short, 
there is a clear indication that vocabulary lists and tests should be crafted with an un-
derstanding of what knowledge the learners do or do not bring to the classroom.  
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APPENDIX A 
 
List of variables used in the study 
 
Variable Variable Code In-text name 

logit score logit_score Word difficulty 

Loan word status COGNT Cognateness 

Valence VAL  

Arousal AROU  

Dominance DOM  

Concreteness CONC  

log transformation of prevalence score PREV_log Prevalence 

orthographic neighborhood frequency Freq_N  

PhongrapPhonographic Neighborhood Frequency Logarithm (homophones included)  Freq_N_OG  

Phonographic Neighborhood Frequency Logarithm (homophones excluded)  Freq_N_OGH  

Phonological Neighborhood Frequency (homophones included)  Freq_N_P  

Phonological Neighborhood Frequency (homophones excluded)  Freq_N_PH  

Age of acquisition Kup_AoA Age of Acquisition 

Lexical Decision Accuracy LD_Mean_Accuracy  

Lexical Decision Time LD_Mean_RT  

McDonald Co-occurrence Probability AW McD_CD  

Phonographic Neighbors (homophones excluded) OG_N  

Phonographic Neighbors (homophones included)  OG_N_H  

Average Levenshtein Distance of closest orthographic neighbors OLD  

Average log HAL frequency of closest orthographic neighbors OLDF  

Orthographic Neighbors Ortho_N  

Average Levenshtein Distance of closest phonological neighbors PLD  

Average log HAL frequency of closest phonological neighbors PLDF  

Phonological Neighbors (homonyms excluded)  Phono_N  

Phonological Neighbors (homonyms included)  Phono_N_H  

Hoffman et al. Semantic Distinctiveness CW Sem_D  

Word Naming Response Accuracy WN_Mean_Accuracy  

Word Naming Response Time WN_Mean_RT  

LDA Age of Exposure (.40 cosine threshold) aoe_index_above_40  

Polysemy (content words) content_poly Polysemy 

Aggregated COCA frequency measures COCAfreqZagg Frequency 

Aggregated COCA range measures COCARangeZagg Range 

Number of syllables NSYL  

Number of phonemes NPHN  

Number of characters NLET  

Note. TAALES 2.0 codes are from NLP tools for the social sciences. (2016). TAALES 2.0 index description spreadsheet. TAALES 2.8.1 
(beta) codes are taken from NLP tools for the social sciences. (2016). TAALES 2.2 Index Description Spreadsheet. Both can be found 
at: https://docs.google.com/spreadsheets/d/1axmeHlKE-aelPHX4L17WpHjC7Jn4yQlE/edit#gid=858394526 
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APPENDIX B 
 

Loanword status of VST items 
 

Item # Item Loan word status Item # Item Loan word status 

1 see 0 41 deficit 0 
2 time 1 42 weep 0 
3 period 0 43 nun 0 
4 figure 0 44 haunt 0 
5 poor 0 45 compost 0 
6 drive 1 46 cube 1 
7 jump 1 47 miniature 1 
8 shoe 1 48 peel 0 
9 standard 1 49 fracture 0 
10 basis 0 50 bacterium 1 
11 maintain 0 51 devious 0 
12 stone 0 52 premier 1 
13 upset 0 53 butler 0 
14 drawer 0 54 accessory 0 
15 patience 0 55 threshold 0 
16 nil 0 56 thesis 0 
17 pub 1 57 strangle 0 
18 circle 1 58 cavalier 0 
19 microphone 0 59 malign 0 
20 pro 1 60 veer 0 
21 soldier 0 61 olive 1 
22 restore 0 62 quilt 0 
23 jug 0 63 stealth 0 
24 scrub 0 64 shudder 0 
25 dinosaur 0 65 bristle 0 
26 strap 1 66 bloc 1 
27 pave 0 67 demography 0 
28 dash 1 68 gimmick 0 
29 rove 0 69 azalea 0 
30 lonesome 0 70 yoghurt 1 
31 compound 0 71 erratic 0 
32 latter 0 72 palette 1 
33 candid 0 73 null 1 
34 tummy 0 74 kindergarten 1 
35 quiz 1 75 eclipse 1 
36 input 1 76 marrow 0 
37 crab 0 77 locust 0 
38 vocabulary 1 78 authentic 1 
39 remedy 0 79 cabaret 1 
40 allege 0 80 mumble 0 

Note. Adapted from Daulton (2007). 
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APPENDIX C 
 

Post-hoc interaction analysis 
 
Because of power concerns, we only tested interactions using the significant predictions in 
the multiple regression model: Cognateness, Frequency, and Prevalence. This process began 
by constructing two interaction variables: cognateness x frequency (COGNTxfreq) and cog-
nateness x prevalence (COGNTxprev). According to best practice (Afshartous & Preston, 
2011), the continuous variables were centered via z-scoring to avoid multicollinearity in the 
multivariable model. We then bivariate screened these two interaction variables with the 
three predictors. Because this was an additional model, we corrected alpha to .025 but re-
tained the practical significance threshold at .3. 

 
Table C1 Interaction effect correlations 
 

 logit_score COGNT Zscore (Prev_log) Zscore(COCAfreqZagg) COGNTxfreq 
Word difficulty —     
COGNT -.39** —    
Zscore (Prev_log) .59** -.26* —   
Zscore(COCAfreqZagg) -.63** .17 -.64** —  
COGNTxfreq -.41** .20 -.31** .58** — 
COGNTxprev .40** -.30** .61** -.30** -.50** 

**. Correlation is significant at the .01 level (2-tailed). 
*. Correlation is significant at the .05 level (2-tailed). 

 
Table C2 Model coefficients – interaction effects 
 

Model 
 

B SE B ß t p 
95% CI 

VIF 
 LL UL 

1 (Constant) -1.629 1.290  -1.263 .211 -4.200 .941  
 Prevalence .47 .32 .21 1.47 .150 -.17 1.12 3.17 
 Cognateness -.65 .23 -.24 -2.86 .010 -1.10 -.20 1.11 
 Frequency -.59 .19 -.43 -3.12 .003 -.96 -.21 2.97 
 COGNTxfreq -.02 .27 -.01 -.09 .930 -.56 .51 2.30 
 COGNTxprev .13 .27 .06 .49 .630 -.41 .68 2.51 

 
The correlation matrix revealed that the interaction variables were not collinear with 

the predictors and had practically significant associations with the DV. In the regression 
model, however, the interaction variables had a null effect and thus there was evidence to 
reject the meaningful contributions of the interactions between cognateness and frequency 
with prevalence, respectively. 
 
 
 


