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Ksigzka sktada si¢ z Przedstowia (Preface), Wprowadzenia, siedmiu rozdziatow
oraz Wnioskow. Na kofcu umieszczono przypisy oraz indeks pojec i nazwisk.
W przedstowiu autorzy opisali swoje zainteresowania badawcze, podkreslajac ze
reprezentujg rozne dyscypliny (neuronauki, filozofi¢ i computer science). Wspol-
ny jest im optymizm zwigzany z Al oraz troska o moralne problemy dotyczace
jej rozwoju. Ksigzka ma na celu wskazanie tych problemow i przedstawienie
mozliwych do realizacji sugestii (actionablesuggestions) dotyczacych takiego
prowadzenia rozwoju Al, aby minimalizowa¢ wyrzadzane szkody moralne.
We wstepie autorzy zauwazajg powszechnosc¢ strachu przed Al, ktéra moze
wplywac na nasze zachowania, narusza¢ wolnos¢ i prywatno$¢. Wymieniaja
kwestie kluczowe dla zrozumienia jej natury i ograniczen oraz zapowiadaja
podjac je w kolejnym rozdziale (czego niestety nie zrobili): kiedy program
komputerowy staje sie AI? Czy Al naprawde jest inteligencjq? Czy AI moze by¢
swiadoma? Czy moze by¢ kreatywna, czy tylko bezmysinie wykonuje instrukcje?
Czy moze wykonywac nowe dziatania, czy jest ograniczona do tych samych
zadan, ktore wezesniej wykonywali ludzie? Ktore rodzaje dziatan moze wyko-
nywaé, a ktorych nie? Czy Al moze stac sig¢ bardziej inteligentna niz ludzie?
(s. XVIII-XIX). Twierdza, ze gdy ustalimy czym Al jest, a czym nie jest, ko-
niecznym stanie si¢ zrozumienie, jak oddziatuje z ,,podstawowymi moralnymi
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wartosciami” (s. XIX—XX), jak np.: bezpieczenstwo (utrata kontroli nad naszym
swiatem lub jego czescig), rownos¢ (bias w ocenie ryzyka na podstawie rasy, za-
moznosci i plci), prywatnos¢ (kazus Cambridge Analytica), wolnos¢ (inwigila-
cja utrudniajaca dziatanie ruchom religijnym), przejrzystos¢ (ocena wydajnosci
W pracy, prac uczniow, zdolnosci kredytowej), oszustwa (deception; Deeptake
1 fake news wpltywajace na polityke) [podejrzewam, ze chodzito o wolnos¢ od
oszustw, a nie o oszustwo jako warto$¢]. Al moze by¢ budowana i uzywana
W sposob bezpieczny i moralny, o ile wskazane rodzaje moralnych problemow
zostang wzigte pod uwage. Niestety autorzy nie wskazali na podstawie jakiej
aksjologii 1 etyki okreslili te podstawowe wartos$ci i problemy.

Rozdziat 1. pt. ,,Czym jest AI?” rozpoczyna stwierdzenie, ze Al nie ma
ogoblnie akceptowanej definicji. Autorzy przyjeli taka: ,,System komputerowy,
ktory dla danego zestawu celow, okreslonych przez cztowieka moze dokony-
wacé prognoz, zalecen lub decyzji wptywajacych na rzeczywiste, lub wirtualne
srodowiska z wystarczajagcym poziomem niezawodnosci (reliability)” (s. 2).
Wprowadzili tez pojecia: waskiej Al (wykonujacej jeden typ zadan), sztucz-
nej ogolnej inteligencji (wiele typdéw zadan) oraz ogdlnej sztucznej inteligencji
(AGI, ang. Artificial General Intelligence; kazdy typ zadan). Jednak w kolejnych
czes$ciach nie odwotuja sie do tych rozroznien, pozostajac przy ogdlnym okre-
sleniu Al Podkreslaja, ze trudno stwierdzi¢ czy duze modele jezykowe (LLM,
ang. Large Language Models) faktycznie rozumieja wycinki rzeczywistosci,
co do ktoérych udzielajg tratnych odpowiedzi. Konkluzja jest do$¢ oczywista
1 brzmi nast¢pujaco: pomimo ogromnego postgpu Al nadal posiada liczne braki
wzgledem ludzkiej inteligencji, m.in.: brak zdrowego rozsadku (tj. rozumienia
1 rozumowania o podstawowych czynnosciach); zazwyczaj radzi sobie tylko
z jednym rodzajem zadan; brak umiejetnosci tworzenia wieloetapowych planéw
dziatan i przechodzenia od planow og6lnych do szczegotowych; brak rozumie-
nia emocji, zalezno$ci spotecznych i kulturowych; brak umiejetnosci uczenia si¢
na podstawie nielicznych przyktadow; niska umiejetnos¢ interakcji z fizycznym
swiatem; wysoka podatno$¢ na zmiany kontekstu; trudno$¢ w interpretacji
wykonywanych dziatan (s. 18-33).

Rozdziat 2. pt. ,,Czy Al moze by¢ bezpieczna?” zaczyna si¢ od tezy, ze Al
niesie ryzyka, podobnie jak inne wytwory techniki. Najwigkszg obawg jest teo-
retyczna mozliwo$¢ zagtady ludzkosci. Al zwigkszanie tylko nasze mozliwosci,
lecz takze pomaga ludziom chcacym szkodzi¢ innym przez ataki phishingowe,
farmy botéw ideepfake. Niedostatki Al juz teraz powoduja szkody. Al w woj-
sku wzbudza kontrowersje, bo zwigksza skutecznos$¢ atakow i ogranicza licz-
be przypadkowych ofiar, ale tez moze utatwia¢ dziatania terrorystom. Media
spolecznosciowe stosujg wiele rodzajow Al, aby zatrzymac nasza uwagg jak
najdtuzej 1 serwowac nam reklamy. Odpowiedz na tytutowe pytanie rozdziatu
mogtaby brzmie¢ nastepujaco (gdyby autorzy wyrazili ja jednoznacznie): Al,
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jak kazde narzedzie, moze przynie$¢ wiele pozytku, ale tez wyrzadzi¢ szkody.
Na chwile obecng wszystko zalezy od jej uzytkownikow, gdyz sama Al nie
potrafi ocenia¢ wykonywanych dziatan pod katem moralnym.

Rozdziat 3. pt. ,,Czy Al moze szanowa¢ prywatnos¢?” przytacza kazus
DeepNude, tj. Al stworzonej do ,,rozbierania” oséb na zdjeciach. To przyktad
uprzedmiotowienia, naruszenia prywatnosci i godnosci. Autorzy przytaczaja
kilka definicji ,,prywatnosci”, podkreslajac, ze jest to warto$¢, ktorg nalezy
respektowac, a kazdy cztowiek ma do niej prawo. Al moze naruszac to prawo
poprzez odbieranie kontroli nad informacja nas dotyczacg. Dzieje si¢ totakze
przez rozpoznawanie twarzy w monitoringu miejsc publicznych, zwtaszcza
podczas zebran, protestow czy zgromadzen religijnych — nie zawsze chcemy,
by odnotowano nasza obecnos¢. Autorzy wskazuja, ze wymaganie ogromnych
ilosci danych do rozwijania Al stanowi zagrozenie posrednie, poniewaz mo-
tywuje do gromadzenia danych w celu ich sprzedazy firmom zajmujacych si¢
rozwojem tej technologii. Jednym ze sposobdéw ochrony prywatnosci (tj. kontroli
informacji) moze by¢ regulamin dotyczacy przetwarzania danych. W praktyce
takie rozwigzanie jest nieefektywne (tekst jest dtugi i niezrozumiaty, wigc nie-
mal nikt go nie czyta) oraz nieskuteczne (niewyrazenie zgody moze oznaczaé
niemozliwo$¢ korzystania z serwisu badz aplikacji, ktore nie majg alternatywy).
Innym popularnym sposobem jest tzw. anonimizacja, majgca uniemozliwic¢
jednoznaczng identyfikacj¢ osob, ktorych dane znajduja si¢ w bazie. Jednak
korelacja danych z r6znych baz pozwala na identyfikacje niemal wszystkich
(s. 102—104). Rozdziat konczy si¢ teza, ze podejmowane sg dziatania majace
zmniejszy¢ skale naruszen oraz ze rozwoj Al nie stoi w sprzecznosci z zacho-
waniem prywatnosci.

Rozdziat 4. pt. ,,Czy Al moze by¢ sprawiedliwa?” dotyczy uprzedzen wo-
bec pewnych grup, np. 0oséb ciemnoskorych, ubogich, imigrantéw i kobiet.
Uprzedzenia sg wynikiem stereotypdéw 1 nieréwnej reprezentacji tych grup
w zbiorach danych, uzytych w tworzeniu Al. Autorzy wprowadzaja trzy pojecia
sprawiedliwos$ci: dystrybutywng (podziat obowigzkéw i1 korzysci), retrybu-
tywna (adekwatno$¢ kar do win) i proceduralng (uczciwo$¢ procesu). Al jest
uzywane w sgdownictwie amerykanskim do oceny czy oskarzony powinien
czeka¢ na proces w areszcie, czy tez zosta¢ zwolniony. Ocena opiera si¢ na
okresleniu prawdopodobienstwa niestawienia si¢ na rozprawie i/lub popetnienia
kolejnego przestepstwa. Problemem jest brak informacji o przyjetej definicji
»sprawiedliwosci” w takich systemach. Al, podobnie jak s¢dziowie, posiada
niedoskonatosci i uprzedzenia, co narusza sprawiedliwos¢ dystrybutywna.
Autorzy wskazuja, ze wazne jest rozstrzygnigcie czy sugestie Al naruszajg
sprawiedliwos$¢ retrybutywna, ale nie rozwijaja tego watku. Wykorzystanie Al
narusza takze sprawiedliwo$¢ proceduralng, poniewaz proces rekomendacji jest
skomplikowany i niezrozumiaty. W praktyce nie ma mozliwos$ci podwazenia
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zalecen ani odwotania si¢ od nich, wigc proces jest nieuczciwy. Rozdziat konczy
si¢ tezg, ze trwajg prace nad eliminacja uprzedzen oraz ,,interpretowalng AI”,
tj. takim projektowaniem modeli Al, aby ich sposéb podejmowania decyzji byt
mozliwy do zrozumienia przez ludzi.

Rozdziat 5. pt. ,,Czy Al (lub jej tworcy, lub uzytkownicy) moze by¢ odpo-
wiedzialna?” dotyczy odpowiedzialnoséci rozumianej jako podleganie sankcjom
moralnym (ostracyzm spoleczny, poczucie wstydu i winy) i prawnym (grzywny
1 pozbawienia wolnosci). Pytanie o odpowiedzialnos$¢ za szkody wyrzadzone
przez Al jest pytaniem o to kto podlega sankcjom. Autorzy przytaczaja kazus
z 2018 roku, gdy testowany w Arizonie, przez firme¢ Uber, autonomiczny samo-
chod $miertelnie potracit piesza, przechodzaca przez ulice w niedozwolonym
miejscu. Analizuja argumenty za mozliwa odpowiedzialno$cig lub jej brakiem:
A. kobiety w fotelu kierowcy (nie patrzyta na drogg przez kilka sekund przed
wypadkiem, cho¢ ten wydarzyt si¢ na tyle szybko, ze mogtaby nie zdazy¢ za-
reagowac); B. pieszej (byla ciemno ubrana, pod wptywem narkotykow i prze-
chodzita w niedozwolonym miejscu); C. tworcow Al (nie wzigli pod uwage, ze
ludzie moga przechodzi¢ w miejscach niedozwolonych i popetnili kilka innych
btedow w projekcie); D. firmy Uber (niskie standardy bezpieczenstwa; ignoro-
wanie wezesniej wystepujacych probleméw); E. rzadu Arizony (brak nadzoru
nad standardami bezpieczenstwa; dopuszczenie do testow pojazdow firmy Uber,
cho¢ wezesdniej rzad Kalifornii zabronit ich u siebie); F. Al (na obecnym etapie
rozwoju Al nie podlega sankcjom prawnym; mozliwe, ze do pewnego stopnia
dotyczg jej sankcje moralne). Autorzy nie podejmujg si¢ rozstrzygnieé, lecz
wskazuja, ze brak rozwigzan rozmywa kwesti¢ odpowiedzialnosci, co skutkuje
brakiem zachet do poprawy skutecznosci systemow, problemami z kompensacja
szkoéd oraz zrzucaniem odpowiedzialnosci na samg Al

W rozdziale 6. pt. ,,Czy Al moze przyjac ludzka moralnosc¢?”, autorzy pro-
ponuja ,,wbudowanie” ludzkiej etyki w Al, zamiast tworzenia ,,etyki Al”, aby
jej dziatania byly bezpieczniejsze i dopasowane do ,,naszych” wartosci. Na
podstawie wlasnych badan proponuja stworzenie Al wspomagajacej decyzje do-
tyczace przeszczepow. Zaczeli od okreslenia istotnych cech (features) poprzez
ankiety z otwartymi pytaniami zadawanymi mozliwie duzej i zréznicowanej
grupie respondentow. Na tej podstawie wskazano liste cech, ktore inna grupa
ocenila pod katem istotnosci (wagi, hierarchii) moralnej poprzez wybor oso-
by majacej otrzymac przeszczep (s. 175-176). Potem stworzono statystyczny
model dokonanych ocen. Autorzy twierdza, ze stosowali wytacznie metody
wyjasnialnej Al, pozwalajace okresli¢ wptyw poszczegolnych cech na podjete
decyzje. Al z ludzka moralnos$cia bedzie popetniac ,,ludzkie” biedy i z tego
wzgledu powinna odzwierciedla¢ pewien ideal, a nie rzeczywisty proces. Au-
torzy proponuja przeprowadzenie testu, oceng wiedzy respondenta na temat
przeszczepow, uzupetnienia brakéw wiedzy i ponowne przeprowadzenie testow
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(s. 181-183). Tak chca oszacowaé wptyw niewiedzy na decyzje i dostosowac
algorytm. Podkreslajg, ze system bazujacy na idealizacji nie bedzie bezbled-
ny, lecz nadal bedzie lepszy niz systemy pozbawione moralnosci badz oparte
o rzeczywiste ludzkie osady. Autorzy okres$lajg go jako ,,sztuczna ulepszona
demokracja” (artificial improved democracy), a jego celem ma by¢ pomoc lu-
dziom oraz Al w dokonywaniu lepszych moralnych sadow (s. 186). Wydaje si¢
jednak, ze ten projekt idealizacji zbyt upraszcza problem. Wiele badan dowodzi,
ze wptyw na wyniki ankiet ma sformutowanie i kolejno$¢ zadawania pytan.
Sposob przekazywania wiedzy, ktora ma by¢ uzupetniana, rowniez ma wptyw
na uzyskane pdzniej odpowiedzi. Tak utworzony model moralnosci Al bgdzie
niemozliwy do odtworzenia (problem replikacji) oraz bedzie $cisle zalezny od
uwarunkowan kulturowych na konkretnym obszarze. Gloszona przez autorow
wyzszos¢ wyidealizowanego osagdu moralnego (s. 185) niejawnie zaktada, ze
istnieje jedna prawdziwa etyka. To zalozenie stoi za teza, ze takie oceny beda
lepsze niz oceny przyjmowane w oparciu o nieulepszony model. Jednak decyzja,
ze nerke powinien otrzymac pacjent ,,A” nie jest lepsza ani gorsza od decyzji,
Ze powinien jg otrzymac pacjent ,,B”. Moim zdaniem wybér migdzy ,,A” 1,,B”
jest fatszywym dylematem. Mozna powiedzie¢, ze kazdy z tych wyborow jest
nieskonczenie lepszy niz niepodejmowanie zadnego dziatania. Odwotywanie
si¢ do zasad i wartosci dostarcza przede wszystkim racjonalizacji podejmowa-
nych dziatan, a ocena jest dokonywana w zaleznos$ci od przyjetych kryteriow
odzwierciedlajacych spoteczne oczekiwania.

Rozdziat 7. pt. ,,Co mozemy zrobi¢?” stawia pytanie: ,,co musimy zrobi¢, aby
upewnic sig, ze wplyw Al na nasze zycie jest etyczny?” [sic!] (s. 189). Autorzy
zauwazajg roztam miedzy zasadami dotyczacymi moralnej Al a faktycznie
powstajacg Al. Przyczyna jest brak obowigzku przestrzegania zasad (nie sg one
prawem) ale takze brak treningu tworcow Al, aby podejmowac decyzje majace
moralne i spoteczne implikacje. Narzedzia wspomagajace tworzenie moralnej
Al nie uwzgledniajg braku komunikacji miedzy jej tworcami i uzytkownikami
oraz presji czasowej i finansowej w firmach tworzacych Al. Tworcom zalezy na
stworzeniu produktu, ktéry szybko bedzie dochodowy, wiec kwestie zwigzane
z etyka Al sg na drugim planie. A po utworzeniu produktu zajmujg si¢ jego
rozwijaniem, zamiast modyfikacjami w celu rozwigzania problemow etycz-
nych. Ponadto, nie ma ogodlnie przyjetej metryki pozwalajacej monitorowad
,moralny wptyw” procesow 1 produktow opartych o Al. Autorzy przedstawiaja
pie¢ wezwan do dziatania: 1. zwigkszaj skal¢ narz¢dzi do rozwoju moralnej
Al 2. dziel si¢ wiedza dotyczaca dobrych praktyk wdrazania moralnej Al; 3.
zapewnij szkolenia zwigzane z etyka Al; 4. podejmij dyskusje z uzytkownika-
mi; 5. wdrazaj publiczne zasady dotyczace moralnej Al. Rozdziat konczy si¢
twierdzeniem, Ze nie da si¢ stworzy¢ Al bez przyjmowania zalozef na temat
tego co jest dobre i zle moralnie, poniewaz dziatania kazdego systemu maja
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moralnie istotne skutki. Zatem moralna Al obejmuje $wiadome i przemyslane
podejmowanie decyzji, ktoére bedg miaty moralnie istotne konsekwencje. Nie
jest to kwestia wytacznie techniczna ani wytacznie etyczna.

We wnioskach autorzy podkreslaja, ze rozwoj Al, jak kazdej innej technolo-
gii, przynosi korzysci oraz problemy. Nie sposob przewidzie¢ jakie spowoduje
szkody. Nie oznacza to, ze nie powinniSmy probowac oceniac jej wptywu i ry-
zyka. Ludzka zdolno$¢ moralnej oceny jest zawodna, szczeg6lnie w przypadku
technologii, ktora rozwija si¢ szybko i przynosi jej tworcom ogromne zyski.
Nie mozemy pozwoli¢, by postep zaabsorbowat nasza uwage tak, ze przeoczy-
my etyczne problemy badz uznamy, ze nic nie mozna zrobi¢. Autorzy koncza
optymistycznym stwierdzeniem, ze poprzez prowadzenie badan, tworzenie
regulacji i podejmowanie dziatan edukacyjnych nadal mamy wplyw na to jak
Al jest ksztaltowana.

Ksigzka napisana jest jasnym jezykiem, lecz poszczegolne czgsci nie sg
rowne: najkrotsza liczy 25 stron, a najdtuzsza 41. Postawiony w przedstowiu
cel to przedstawienie problemow oraz mozliwych do realizacji sugestii (action
ablesuggestions). Mozna go uzna¢ za zrealizowany w rozdziale 7., gdzie auto-
rzy zauwazaja roztam migdzy zasadami dotyczacymi moralnej Al i praktyka
tworzenia technologii oraz przedstawiaja pie¢ wezwan do dzialania (call to
action). Co prawda ,,wezwanie” jest czyms$ innym niz ,,sugestia”, jednak pozo-
stale czesci ksigzki nie zawierajg konkretnych wskazowek odnoszacych si¢ do
prowadzenia rozwoju Al

Wigkszos$¢ poruszanych zagadnien jest omdwiona pobieznie i bez wyraz-
nego zwigzku z gtéwnym tematem. Brakuje explicite wyrazonego potaczenia
mi¢dzy nimi a moralng Al, np. wskazania, ze sposrod rodzajow Al przed-
stawionych w 1. rozdziale tylko AGI moze osiggnag¢ moralng podmiotowos¢,
a reszta jest wylacznie narzgdziem. Ze wzglgedu na powierzchownos¢ tekst jest
niejednoznaczny: Autorzy, piszac o ,,moralnej Al”, nie rozrézniaja czy pisza
o narzedziu, jego wykorzystaniu, czy procesie tworzenia. Sam fakt wystepo-
wania uprzedzen w zbiorach danych jest moralnie neutralny, cho¢ jest bledem
poznawczym. Trenowanie Al w oparciu o btgdne zatozenia lub zle dobrane
dane podlega ocenie moralnej. Jesli jest to wynik swiadomego dziatania badz
zaniedbania, to wigze si¢ z moralng wing i wymaga korekty. Natomiast, jesli
nie byto to zamierzone, to takze wymaga korekty, cho¢ moze nie wigzac si¢
z moralng wing. Jednak wydaje si¢, ze autorzy skupiajg si¢ bardziej na ewaluacji
dzialan wykonywanych przy uzyciu Al

Najwazniejsza czescig pod wzgledem tresci jest najkrotszy (25 stron) roz-
dziat szosty. Zawiera nowatorski pomyst utworzenia ,,demokratycznej etyki”
oraz opis propozycji badan, ktére w pewnym stopniu byty przez autorow pro-
wadzone. Niestety, problematyce ,,wcielenia” moralnosci w Al poswigcono
ledwie 15 stron (s. 173—187). Rozdziaty 1-5 wydaja si¢ by¢ wprowadzeniem
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przez luzno powiazane dygresje dajace pretekst do krotkiego przedstawienia
wlasnych badan (r. 6) oraz wezwan kierowanych do tworcow Al (r. 7).

Najwigksza staboscia tekstu jest powierzchowno$¢ uniemozliwiajaca ade-
kwatne omowienie poruszonych zagadnien. Autorzy nie podj¢li pytan dotycza-
cych natury Al, ktorych rozwinigcie zapowiedzieli we wstepie (s. XVII-XIX).
Ponadto, nie zauwazaja, ze porownujg obecne i spodziewane mozliwosci Al do
mozliwos$ci ludzkich na bardzo ogdlnym poziomie oraz na podstawie uproszczo-
nego obrazu cztowieka i samej Al. Przykladowo, porownywana w pierwszym
rozdziale (s. 24-25) zdolno$¢ empatii, rozumienia relacji spotecznych 1 kul-
turowych z jednej strony $cisle zalezy od danej kultury (te same gesty niosg
roézne znaczenia), a z drugiej nie wystepuje tak samo u wszystkich — osoby ze
spektrum autyzmu czg¢sto majg problem z adekwatnym odczuwaniem empatii
oraz odnalezieniem si¢ w spoteczenstwie i kulturze, cho¢ bez watpienia sg
ludzmi. Rodzi to pytanie, ktorych ludzi Al ma odwzorowywac i z kim nalezy
ja poréwnywac? Czy wystarczy, ze bedzie posiada¢ cechy niektorych ludzi, czy
tez ma odzwierciedla¢ pewien ogolny ideal cztowieka?

Autorzy, mimo wprowadzonych rozr6znien, w catym tekscie stosuja potocz-
ng narracje¢. Nie odrozniajg dziatan Al jako narzgdzia od uzycia narzgdzia przez
czlowieka. Wielokrotnie pisza o Al jakby byta §wiadomym i autonomicznym
podmiotem, cho¢ zaznaczyli (s. 2—3), ze nie podejmuja si¢ rozstrzygnigcia tych
kwestii. Ponadto, blednie stosuja pojecie ,,etyczny”, np. na stronie 189, gdzie
pytaja ,,co trzeba zrobi¢, aby wptyw Al na nasze zycia byl etyczny”. Z kon-
tekstu wynika, ze powinno si¢ tu znalez¢ stowo ,.korzystny”. Prezentowane
w tekscie podejscie bardzo upraszcza problematyke etyczng — autorzy nie bio-
ra pod uwagg, ze rozwdj Al, jak kazdej innej technologii, moze spowodowaé
znaczgce zmiany w naszym codziennym zyciu, a jednoczesnie by¢ moralnie
neutralny. Proponowane przez nich podej$cie utworzenia etyki ,,demokratycz-
nej” jest nietypowe 1 wymaga wigcej objasnien oraz opracowania — dlaczego
takie podej$cie? w czym jest lepsze od innych?

Niestety, autorzy nie wskazuja do kogo kierowana jest recenzowana ksigzka.
Uktad tresci i zawarte w niej podstawowe pojecia, wraz z bardzo ogdélnym opi-
sem dziatania niektorych rodzajow Al, moglyby wskazywac, ze przeznaczona
jest dla mniej zaawansowanych czytelnikow, jednak zawarte w rozdziale 7. we-
zwania sg wprost kierowane do tworcow Al, ktorzy z pewnoscia nie potrzebuja
omdwienia podstaw. Ze wzgledu na powierzchownos$¢ rozdziatow 1-5 bardziej
zaawansowani czytelnicy nie znajda tam zbyt wielu nowych informacji. Rozdziat
6. zawiera propozycje utworzenia ,,demokratycznej etyki” oraz opis propono-
wanych 1 juz wykonanych badan, co w potaczeniu z zawartym we wnioskach
stwierdzeniem, ze poprzez badania, regulacje i edukacje nadal mozemy miec
wplyw na rozwdj Al, pozwala sadzi¢, ze te fragmenty sg kierowane do naukow-
cow. Jednak trudno stwierdzi¢ do kogo kierowana jest calo$¢ omawianego tekstu.
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Zatem, ksigzka fragmentami bgdzie dobra propozycja dla mniej zaawanso-
wanych czytelnikow, ktorzy beda mieli okazje do poszerzenia wiedzy. Nato-
miast pozostali moga skupi¢ si¢ na dwoch ostatnich rozdziatach, zawierajacych
opis propozycji stworzenia moralnej Al oraz wezwania do praktycznych dziatan.





