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Abstract 
Notwithstanding the primacy of the CV syllable, a number of languages allow for 

more complex types of syllables. In particular, word-initial consonant clusters are 

particularly challenging for any phonological theory. In this paper it is argued that 

obstruent clusters may be the result of casual speech processes where the most sali-

ent/frequent phonemes and features occurring in most pronunciation variants of a 

word are preserved. As a result, sibilants, being acoustically salient, tend to occur 

more often than other obstruents as the first member of word-initial obstruent clus-

ters. A framework couched in Optimality Theory is presented, where a subfamily of 

faithfulness constraints refer to strength values stored in the underlying representa-

tion. The more salient and/or frequent a phoneme/feature is, the higher the strength 

value assigned to it. Finally, a number of languages are compared, arguing that their 

phonotactic differences may be due to the different ranking of markedness con-

straints and MAX-STRENGTHVALUE constraints.  

 

Keywords: complexity; obstruent clusters; casual speech; phonotactics; acoustic sa-

lience. 

1. Introduction
1
 

 

The current paper attempts to investigate the relationship between casual 

speech phenomena and the phonotactics of consonant clusters, focusing in 

particular on clusters that do not respect the Sonority Sequencing Generaliza-

tion (henceforth SSG; Selkirk 1984; Clements 1990). SSG states that sonori-

                                                                        

1
 Conventions and abbreviations: C: Any consonant; O: Any obstruent; V: Any vowel; R: Any 

sonorant; #: Word boundary; P: Any labial stop; SSG: Sonority Sequencing Generalization; K: 

Any dorsal stop; OT: Optimality Theory; T: Any stop; MOA: Manner of articulation ; Tcor: 

Any coronal stop; POA: Place of articulation ; S: Any sibilant fricative; OCP: Obligatory Con-

tour Principle ; F: Any non-sibilant fricative. 
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ty should rise from the onset to the nucleus and fall from the nucleus to the 

coda. Well-formed consonant clusters therefore consist of an obstruent + 

sonorant sequence word-initially (#OR), and of a sonorant + obstruent se-

quence word-finally (RO#). The existence of obstruent clusters in a number 

of languages represents a challenge for most phonological theories. Howev-

er, it is evident that some obstruent clusters are better formed than others, at 

least since they occur more frequently crosslinguistically. In the following 

section, it is argued that, regardless of the primacy of the CV syllable type, 

other types of syllables can arise through deletions in casual speech process-

es, as well as in morphonological processes. Section 3 introduces the Opti-

mality Theory framework and proposes a subfamily of faithfulness con-

straints, MAX[STRENGTHVALUE], whose role is to preserve the most frequent 

and the most salient phonemes and features occurring in all the pronunciation 

variants of a word. In Section 4 it is argued that the aforementioned subfami-

ly of constraints is responsible for the preservation of acoustically prominent 

consonants, such as /s/, in pre-consonantal position, which explains the fre-

quency of #SO clusters. Finally, in Section 5, it is suggested that taking into 

consideration casual speech phenomena, frequency and acoustic salience can 

help us understand crosslinguistic phonotactic preferences.  

2. Syllable complexity and the primacy of CV 

 

It is a well-known fact that languages differ in the degree of syllable com-

plexity they allow. For instance, the only possible syllable type in Hawaiian 

is CV, whereas most Indo-European languages tolerate moderately complex 

consonant clusters word-initially and word-finally. Cases of extreme com-

plexity are rare but do exist: Gilbertese displays very long tautosyllabic vow-

el sequences, as in the augmentative suffix -kaaei (Blevins 2004: 213), whilst 

Georgian allows consonant clusters of considerable length, as in gvprckvnis 

‘he peels us’ (Comrie 1981: 200). Hawaiian, on the one hand, and Gilbertese 

and Georgian, on the other hand, can be seen as the two extremes of a con-

tinuum of syllable complexity, but with an important difference: the CV syl-

lable type, the only possible sequence in Hawaiian, is the fundamental type 

of syllable. There is no language banning CV syllables (Maddieson 2011). 

This is particularly evident in the phonological adaptation of loanwords from 

a source language with a complex syllable structure in a target language al-

lowing only CV syllables. For instance, the Dutch word plan ‘plan’ is 
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adapted in Sinhalese as päläna, thus disrupting the consonant sequence (Bo-

ersma et al. 2000: 5). Besides the evidence from loanwords, there are other 

reasons to consider CV as the basic syllable type: 

 

‒ It is the first type of syllable produced by infants (Levelt et al. 1999). 

‒ It is perceptually optimal (Ohala and Kawasaki 1997). As a matter of 

fact, consonants (stops in particular) possess both internal and external 

cues for their recognition, and being followed by a vowel increases their 

perceptibility. Most of the times, listeners pay attention to the way that 

vocalic formants are affected by the preceding consonant in order to rec-

ognize its place of articulation.  

‒ It is articulatorily simple. More specifically, MacNeilage and Davis 

(2000) argue that the CV syllable type derives from mandibular oscilla-

tion – the opening-closing movement of the jaw.  

 

If CV is the preferred syllable type, why do languages tolerate CCV syllables 

so frequently? How do complex syllable types arise and how do they pass 

the test of time? I argue that, like many phonological phenomena, the emer-

gence of complex syllable types results from casual speech processes, such 

as unstressed vowel reduction and deletion. Coarticulation and assimilation 

are pervasive in running speech, but in a number of languages they remain at 

the mere phonetic level, without affecting the phonological structure. Obvi-

ously, in other languages, labialization, palatalization, vowel harmony, etc. 

can instead be “promoted” and qualify as actual phonological processes 

(Blevins 2004: 126). Quite similarly, in C1V1C2V2 sequences, the unstressed 

vowel can be reduced to schwa or be deleted altogether, resulting in C1V1C2 

if the stress falls on V1 and C1C2V2 if the stress falls on V2. For example, 

Italian specchio ‘mirror’ /ˈspɛkːjo/ comes from Latin speculu(m) 

/ˈspɛkulu(m)/, which at some point lost the post-tonic /u/, resulting in 

*/ˈspɛklu(m)/, and the cluster /kl/ evolved into /kj/ (Canello 1872: 209). The 

Spanish words isla ‘island’, alma ‘soul’, which contain consonant clusters, 

come from Latin words insula and anima, where the deletion of the un-

stressed vowel triggered a consonant sequence (and in the case of anima a 

dissimilatory process *n > l [Penny 2004: 84–88]). English family /ˈfæmɪli/, 
laboratory /ˈlæbərətɔri/ and temperature /ˈtɛmpərətʃər/ are typically pro-

nounced with a word-internal cluster, as in [ˈfæmli, ˈlæbrətɔri, ˈtɛmprətʃər].  
Many words and phrases can have several pronunciation variants, one 

with a CVC sequence and one with a consonant cluster, e.g., English suppose 
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[səˈpəʊz] vs. [ˈspəʊz], French regard [ʁəˈɡaʁ] vs. [ˈʁɡaʁ] ‘gaze’, Italian per 

esempio [pereˈzempjo] vs. [preˈzempjo] ‘for example’. Typically, the CVC-

variant belongs to the lento style and the CC-variant to the allegro style. 

However, in the aforementioned cases, these predictable deletion processes 

have not been lexicalized, so it is highly unlikely that [ˈspəʊz], [ˈʁɡaʁ] and 

[preˈzempjo] will appear in isolation in formal, lento style. Moreover, French 

phonotactics does not allow word-initial clusters that imply a sonority rever-

sal, i.e., where a sonorant precedes a stop, and in Italian */pr/ is not a possi-

ble allomorph of per ‘for’. Lexicalization of reduced forms does occur, how-

ever, and English forms such as isn’t, aren’t, haven’t, wouldn’t are evidently 

derived from casual speech pronunciations of unreduced is not, are not, have 

not, would not. Here, their lexicalization is also sanctioned by the existence 

of an official spelling. The emergence of both coda consonants and conso-

nant clusters seems to be largely due to the deletion of unstressed vowels. 

For the remainder of this paper, the focus will be only on consonant clusters, 

as their analysis is still problematic in modern phonological theories. How-

ever, it is important to point out that, even if it is not the subject of the cur-

rent work, also concatenative morphology can produce consonant sequences. 

Such clusters are investigated by morphonotactics (Dressler and Dziubalska-

Kołaczyk 2006; Dressler et al. 2010; Dziubalska-Kołaczyk and Zielińska 

2011; Dziubalska-Kołaczyk et al. 2013), i.e., a subfield of morphonology 

dealing with consonant clusters arisen because of morphological processes 

(typically concatenation, but also non-concatenative processes can produce 

the same effect, e.g., Polish lew ‘lion’ vs. lwy ‘lions’ (Dressler and Dziu-

balska-Kołaczyk 2006: 259)).  

 

3. Optimality Theory 

 

The model that will be proposed here is couched in the framework of Opti-

mality Theory (Prince and Smolensky 1993/2004; McCarthy & Prince 1993, 

1995, Kager 1999) and will attempt to account for the typological frequency 

of certain clusters as opposed to others, which occur rarely, if ever. Accord-

ing to Optimality Theory (henceforth OT), the grammar is articulated in 

three components: GEN (Generator), EVAL (Evaluator) and CON (Con-

straint set). Given an input, GEN generates all the possible outputs, which 

are subsequently fed to EVAL, where they are all evaluated simultaneously 
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according to a language-specific hierarchy of universal constraints. Phono-

logical constraints are of two types: faithfulness and markedness. Faithful-

ness constraints preserve the input from undergoing changes. If all faithful-

ness constraints are undominated in the hierarchy, the input-output corre-

spondence will be one-to-one. Markedness constraints militate against 

marked structures, e.g., since voiced obstruents are more marked than voice-

less ones, there is a constraint *VOICEDOBSTRUENTS (Alderete 1997) assign-

ing a violation for every voiced obstruent present in the output.  

It is generally accepted by phonologists who work in OT that marked-

ness constraints must be grounded in phonetics, i.e., they must be perceptual-

ly or articulatorily motivated (Steriade 2001; Flemming 2002; Hayes et al. 

2004). For example, a constraint like NOCODA (Prince and Smolensky 1993) 

exists because the cues for the recognition of a consonant are considerably 

impoverished if it is not followed by a vowel, while a constraint like 

AGREE[FEATURE] (Baković 2005) expresses the general tendency towards 

coarticulation and assimilation. Grounding constraints in phonetics is a way 

for “constraining the constraints”, i.e., ensuring that no phonologist comes up 

with a CODA (“Syllables must have a coda”) or a NOONSET (“Syllables must 

not have onsets”) constraint. However, as many scholars have pointed out, 

grounded constraints are problematic with regards to the question of innate-

ness: if constraints are learnable through experience with our acoustic and ar-

ticulatory apparatuses, what is the use of replicating this knowledge in the 

mind (see Hale and Reiss 2000 for discussion)? Whether constraints are also 

innate or just learned is not relevant here, therefore I will not discuss this fur-

ther. However, I will assume the existence of at least some “empty” con-

straints, i.e., constraints consisting of contentless templates, e.g., 

MAX[_____], ID[_____], NO[_____], following the proposal presented in 

Blaho (2008: 41). While it is quite apparent that markedness constraints are 

derived from (or at least, have some relation with) perceptual and articulato-

ry ease, the origin of faithfulness constraints is less clear. As Collins points 

out, “faithfulness constraints are not conceptually difficult or puzzling in the 

same way as markedness constraints. [...] [T]hings don’t happen unless 

something causes them to happen. [...] There is no scientific problem to be 

answered regarding their origins because it is literally impossible for any-

thing in the universe not to obey this principle” (Collins 2013: 43–44). While 

I mostly agree with Collins, I think it is nevertheless necessary to understand 

how faithfulness constraints work and are ranked. What is interesting about 

faithfulness constraints is not why they exist, but why they choose to pre-
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serve what and why they are ranked the way they are. I argue that the content 

of faithfulness constraints and their position in the constraint hierarchy de-

pends mainly on two factors: frequency in the acoustic input and salience. 

Let us take the example of the sibilant [s]. Experience with articulation 

teaches us that [s] is relatively hard to articulate, as opposed to stops and the 

glottal fricative [h]. Markedness would therefore militate against sibilants, as 

it is evident in the late production of this class of sounds in children (Sanders 

1973). However, sibilants are among the most acoustically salient segments 

and they tend to be very frequent in speech (think, for example, of how often 

monophonemic morphemes consist of a sibilant in Indo-European lan-

guages). Consequently, faithfulness will be “informed” of the importance of 

[s] and the faithfulness constraint protecting it will be ranked high. This in-

teraction between faithfulness and markedness is particularly evident in cas-

ual speech. Casual pronunciation in running speech is traditionally described 

as driven by articulatory ease, i.e., speakers aim to reduce effort while speak-

ing when the situation is familiar/informal (Ernestus 2000). The most effi-

cient way to reduce effort is to decrease the number of articulatory gestures 

necessary to produce speech. Obviously, not all gestures can be dispensed 

with, otherwise communication would fail. I call the acoustic image of a 

word which is preserved in casual speech the “invariant”. The invariant con-

sists of phonemes and/or features that are essential for the recognition of a 

particular word. If the only drive in casual speech were to reduce articulatory 

effort, one should expect segments that are relatively costly from an articula-

tory point of view to be the first to go. However, this is not the case. A study 

on Italian casual speech (Baroni 2014, based on four dialogues extracted 

from the corpus of spontaneous Italian CLIPS (Savy and Cutugno 2009)) 

showed that sibilants were practically never reduced or deleted, regardless of 

their position, whereas all the other consonants and the vowels could poten-

tially disappear.
2
 More specifically, /t/ was the least likely to be preserved, 

especially after /s/, probably because of their spectral similarity (cf. Ernestus 

2000: 113–114), followed by the unstressed vowels and the occlusive com-

ponent of /n/. Conversely, nasalization and r-coloring tended to be preserved, 

to such an extent that the author concludes that the invariant of /sinistra/ ‘left’ 

is [s~sR], where [~] stands for nasality and [R] for r-coloring. It is hard to 

                                                                        

2
 Consonant and vowel reduction and deletion appears to be a phonetic phenomenon in Italian, 

except for a few lexicalized cases (Bertinetto and Loporcaro 2005). See also Krämer (2009) for 

a standard OT account of Italian phonology. 
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see how pronouncing something like [s~sR] might be easier than pronounc-

ing unreduced [sinistra], even though the articulatory gestures involved are 

fewer. In general, it is typical of casual speech to reduce and delete vowels to 

a much greater extent than consonants, even though vowels are arguably eas-

ier than consonants, articulation-wise (for languages other than Italian, see 

Shockey 2003 for English; Pharao 2009 for Danish; Ernestus 2000 for 

Dutch; Kohler 1990 for German). Harris (2006: 1491) points out that speech 

is somehow paradoxical, in that most of the sound energy is concentrated in 

vowels but most of the linguistically relevant information is borne by conso-

nants. This inherent characteristic of speech is directly encoded in the Onset 

Prominence framework (Schwartz 2009, 2013) but is normally not explicitly 

formalized in other phonological theories. Going back to the example of isn’t 

(see section 2), how can [ɪzn̩t] be said to be easier to pronounce than [ɪznɒt]? 

Markedness would suggest that the syllabic nucleus has to be preserved and 

that coda consonants must be dispensed with, but here the vowel is deleted 

and syllabicity is acquired by the nasal consonant, while the coda [z] is pre-

served. It is therefore apparent that the preservation of certain pho-

nemes/features is listener-oriented. Of course, articulatory gestures are re-

duced, but only as long as acoustically salient components are preserved.  

 

3.1  Faithfulness to the strong 

A number of psycholinguistic studies (Cole et al. 1974; Goldinger 1998; 

McLennan et al. 2003; Pierrehumbert 2002; McLennan and Luce 2005; 

Goldinger 2007; Mattys and Liss 2008; Ernestus 2013) bring evidence that 

more than one pronunciation variant of the same word is stored in the mental 

lexicon and that reduction is word-specific and sensitive to both structural 

factors and frequency. As a result, frequent words are more likely to undergo 

reduction than rare words, short words are more likely than long words and 

function words more likely than content words (Bürki et al. 2010; Hinskens 

2011). How to account for that in OT? First of all, following van Oosten-

dorp’s proposal (1997), I assume that faithfulness and markedness con-

straints are ranked differently depending on the speech style (e.g., casual, in-

termediate, careful, etc.). More specifically, faithfulness constraints maintain 

their ranking in relation with each other, and the same applies to markedness 

constraints, but the more casual the style, the higher markedness constraints 
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are ranked in relation to faithfulness constraints. This proposal is exemplified 

in (1).  
 

(1) F = faithfulness constraint, M = markedness constraint 

F1 > F2 > F3 > F4 

M1 > M2 > M3 > M4 

Careful style: F1 > F2 > F3 > F4 > M1 > M2 > M3 > M4 

Intermediate style: F1 > F2 > M1 > M2 > F3 > F4 > M3 > M4 

Casual style: F1 > M1 > M2 > M3 > M4 > F2 > F3 > F4. 
 

Van Oostendorp’s model is a possible solution to the problem of variation in 

OT, but does not tackle the issue of word-specific reduction. Since assuming 

a different constraint ranking for each word seems too costly and inelegant, I 

posit the existence of strength values associated to the different pho-

nemes/features composing the underlying representation of words.
3
 These 

values are derived from the frequency and the salience of each pho-

neme/feature in the input (see also Baroni and Simonović 2014). Here by 

frequency I mean the persistence of a certain segment of feature in the pro-

nunciation variant of a word, not absolute frequency. For instance, /ʃ/ in Ital-

ian is relatively rare, but in the pronunciation variants of the words in which 

it occurs is hardly deleted, as will be shown later. Let us consider again Ital-

ian /sinistra/ ‘left’. When the child is exposed to pronunciation variants of 

/sinistra/, initially the strength of [s] might be, say, 1, and after 1000 tokens 

of the same word, all containing acoustic correlates of [s], its strength will be 

1000, and so on. A similarly strong status will be assigned to nasality and 

rhoticity, whereas palatality will be slightly weaker and other elements even 

less strong. At some point, the child will construct a fully detailed representa-

tion of /sinistra/, including strength values assigned to the different phono-

logical components of the word. The only way to account for different de-

grees of reduction depending on the frequency of the lexical item and on the 

relative salience of its phonemes is to posit the existence of a subfamily of 

faithfulness constraints that refer to strength values present in the underlying 

representation, rather than to a specific class of segments. Expressed differ-

ently, there are faithfulness constraints like MAX-C or MAX-V (McCarthy 

                                                                        

3
 A similar stance is taken by Schwartz (2009: 150): “In Prominence phonology, the represen-

tations of lexical items are assumed to be specified for the relative prominence of the segments 

they contain. [...] This relative prominence is meant to reflect which segments are the most sus-

ceptible to lenition and which must be preserved when the word is spoken”. 
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2000) that refer to consonants and to vowels, respectively, as a whole class: 

“Do not delete consonants”, “Do not delete vowels”. The subfamily of faith-

fulness constraints that I am proposing here has a different structure, i.e., 

MAX[STRENGTHVALUE] (“Preserve segments/features with X strength val-

ue”). The strength values are stored in the underlying form together with the 

phonemes and features they are assigned to and obviously MAX[STRENGTH-

VALUE] constraints referring to greater strength values are ranked higher in 

the hierarchy. The (re)ranking of other faithfulness constraints and marked-

ness constraints accounts for variation, as shown in (2), whereas MAX 

[STRENGTHVALUE] constraints ensure that the invariant is left untouched.  

 

(2)  Careful style: Max[100] > Max[80] > Max[20] > M 

Intermediate style: Max[100] > Max[80] > M > Max[20] 

Casual style: Max[100] > M > Max[80] > Max[20]. 

 

MAX[100] indicates that the phonemes/features that appear in all the tokens 

of a word must be preserved. MAX[100], by definition, is undominated in the 

hierarchy. Some might argue that the reasoning risks being circular: the in-

variant cannot be deleted because it is the invariant. However, the question is 

less trivial than it might seem: the theory needs to be able to explain how the 

invariant is formed. As a matter of fact, the features and the segments that 

form part of the invariant are not selected arbitrarily, but they are typically 

the ones which bear the most salient cues for word recognition and that con-

sequently appear in most/all pronunciation variants of that word. Imagine 

that the underlying representation of sinistra, /sinistra/, contains the follow-

ing strength values: /s/, nasality, rhoticity → 100, palatality → 80, /t/ → 20. 

MAX[80] refers to palatality (|I| or [+high, −back]), not to the front vowel per 

se, so /i/ can be missing as long as palatality is borne by another segment. In-

stead, MAX[100] refers to all the features identifying stridents, it is therefore 

a shortcut standing for MAX[+CONSONANTAL, +STRIDENT, +CONTINUANT, 

+CORONAL, +ANTERIOR]. MAX[100] also protects nasality (or [+nasal]) and 

rhoticity (probably something like [low F3], cf. Blevins and Garrett 2004). 

Markedness constraints accounting for typical casual speech processes are 

AGREE-N (“Adjacent segments must agree in nasality”), AGREE-I (“Adjacent 

segments must agree in palatality”), and *V (“No vowels in the output”)
4
. *V 

                                                                        

4
 In order to account for the so-called “emergent stops” (Ohala 1997), another constraint should 

be postulated. In casual speech, a sequence of a nasal followed by a fricative or a liquid is often 



A. Baroni 

 

38 

is grounded in the tendency of speakers, in running speech, to delete vowels. 

I wish to remain theory-neutral with regards to features (binary or privative) 

or elements (such as the ones employed in Element Theory, cf. Kaye et al. 

1985; Harris 1990; Backley 2011). Here I find more elegant to use AGREE-N 

and AGREE-I instead of, say, AGREE[+NASAL] or AGREE[+HIGH, 

−BACK], but the choice of acoustic primes is not relevant for the current 

analysis. The position in the ranking of AGREE-N, AGREE-I and *V, however, 

cannot characterize Italian grammar in the same way as, say, 

*COMPLEXCODA (Rose 2000) does. Italian native words cannot display 

complex codas (except in loanwords) and this fact is somehow wired in the 

core phonological grammar of Italian. Conversely, palatalization and nasali-

zation are not pervasive phenomena: the former is limited to some specific 

cases (e.g., the plural of certain masculine nouns ending with  

/-ko, -ɡo/, as amico, amici /aˈmiːko, aˈmiːtʃi/ ‘friend, friends’ – but antico, an-

tichi /anˈtiːko, anˈtiːki/ ‘ancient’), the latter is a low-level phonetic phenome-

non. It is therefore quite likely that they become relevant only when they are 

promoted in the hierarchy in less formal speech styles. In (3) three possible 

constraint rankings are proposed, each reflecting a different style.  

 

 

(3) Careful style: MAx[100] > Max[80] > Max[20] > Agree-N, Agree-I 

> *V. 

Intermediate style: Max[100] > Max[80] > Agree-N, Agree-I > 

Max[20] > *V. 

Casual style: Max[100] > Agree-N, Agree-I, *V > Max[80] > 

Max[20]. 

 

 

For each style, I selected a representative example from the CLIPS corpus: 

[sinistra, sĩɲsra, s~sr]. 
 

                                                                

avoided by inserting a stop which is homorganic with the nasal, e.g., English prince pro-

nounced [prɪnts], Southern Italian ansia ‘anxiety’ pronounced [antsja]. Such pronunciations 

can be lexicalized, as in the English surnames Thom[p]son, Sam[p]son or in French nombre 

‘number’ (<Latin *numerus). Former OT analyses (Smolensky 1995; Alderete 1997) make use 

of conjoined constraints, such as *NC & *FRIC, which are violated when the candidate contains 

a sequence a nasal followed by a voiceless fricative. Warner (2002) proposes the articulatorily 

based constraint *NASREL, banning the release of the oral closure of a nasal. I refer to Warn-

er’s paper for a deeper analysis of the phenomenon. 
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Tableau 1. Careful style. 

 

/sinistra/ MAX[100] MAX[80] MAX[20] AGREE-N AGREE-I *V 

�(a) sinistra    ** ** *** 

(b) sĩɲsra   *! * * *** 

(c) s~sr  *!* * **   

(d) initra *!*   ** ** *** 

 

 

In careful style, all the relevant faithfulness constraints are ranked higher 

than markedness constraints, so that (b) is ruled out because the second /i/ of 

the word is missing, (c) loses the competition because palatality (borne by 

the two /i/ vowels) has been deleted altogether and (d) will never emerge as a 

possible winner, under any ranking, since it violates MAX[100], which, by 

definition, is always undominated (i.e., the sibilants of sinistra can never be 

deleted).  

 

 
Tableau 2. Intermediate style. 

 

/sinistra/ MAX[100] MAX[80] AGREE-N AGREE-I MAX[20] *V 

(a) sinistra   *!* **  *** 

� (b) sĩɲsra   * * * *** 

(c) s~sr  *!* **  *  

(d) initra *!*  ** **  *** 

 

 

In Tableau 2, the two AGREE constraints dominate MAX[20], and therefore 

palatality can be spread from the vowel to the preceding nasal consonant, and 

at the same time, the nasal consonant is able to nasalize the preceding vowel, 

even though the deletion of /t/ violates MAX[20]. Note that MAX[80], which 

protects palatality, is not violated here, although the second /i/ vowel is miss-

ing, because its palatality is borne by another segment but is still present. 
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Tableau 3: Casual style. 

 

/sinistra/ MAX[100] AGREE-N AGREE-I *V MAX[80] MAX[20] 

(a) sinistra  ** *!* ***   

(b) sĩɲsra  * * *!**  * 

� (c) s~sr  **   ** * 

(d) initra *!* ** ** ***   

 

 

In casual style the winning candidate is (c), because *V now dominates 

MAX[80] and MAX[20], meaning that it is better to dispense with all the 

vowels rather than preserving /i/ and /t/. The results is [s~sr], something that 

would hardly form part of Italian lexicon but that surely surfaces in running 

speech.  

The tendency of sibilants to be preserved even in heavily reduced speech 

does not show in sinistra exclusively. Baroni (2014) analyzed the behavior of 

Italian voiceless obstruents /s, ʃ, f, k, p, t/ in spontaneous speech. In the four 

dialogues of the CLIPS corpus under analysis, each occurrence of a voiceless 

obstruent was annotated and its realization (deleted, lenited, fully pro-

nounced) was classified according to its position in the word (word-initial 

onset, word-internal onset, intervocalic, internal coda, part of a word-initial 

cluster, part of a word-internal cluster). It emerged that, in spoken Italian, the 

three fricatives are much more resistant and less context-dependent than the 

three stops. /t/ was the most likely to be deleted and also the most frequent, 

suggesting a correlation between frequency (predictability) and likeliness to 

undergo deletion. However, /s/ was the second most frequent obstruent in the 

sample and was fully pronounced 95% of the time and deleted less than 1% 

of the time. Crucially, /s/ is not only much more frequent than /ʃ, f/ in the dia-

logues under analysis (750 tokens of /s/ vs. 61 of /ʃ/ and 158 of /f/) but is also 

the only obstruent occurring in the coda (Italian phonology allows other ob-

struents to occupy the coda only when they are the first half of a geminate). 

In other words, frequency cannot be considered a good indicator for the dele-

tion rate of a consonant, at least in Italian, since the acoustically salient /s/, 

albeit highly frequent, is rarely, if ever, deleted. Ernestus (2000: 110) and 

Shockey (2003: 14) suggest that also in Dutch and English, respectively, /t/ is 

particularly vulnerable and stridents particularly resistant, regardless of the 



Strength-based faithfulness 41

fact that they are both highly frequent. As for word frequency, assuming that 

the strength values associated to each segment/feature depend on the input 

received, the representation of highly frequent words will display a finer-

grained distinction in strength between the units composing it. As a matter of 

fact, frequent words undergo a great deal of reduction and they are learned 

together with their intrinsic potential variation, i.e., with highly differentiated 

strength values. 

4. Effects on phonotactics 

 

One of the main assumptions of this paper is that consonant clusters arise, 

among other things, from deletion of vowels in casual speech. As the sinistra 

example showed, the complex cluster /str/ can be simplified in casual speech 

by deleting /t/, but the final outcome is far from being a sequence of CV syl-

lables. However, it is probably not a coincidence that sinistra contains sibi-

lants and sonorants and allows for such a great deal of variation, which argu-

ably would not have taken place if the consonants of the word were only 

stops. As a matter fact, the nature of the consonants of a word can be a good 

predictor of the degree of vocalic reduction that the word can undergo. Dalby 

(1986), in his study on casual American English, notices that the place and 

the manner of both the preceding and the following consonant are relevant to 

vowel reduction. Vowels are more likely to be deleted if preceded by a liquid 

(16%), a labial (obstruent or nasal, 11%), less likely if preceded by a coronal 

obstruent (6%) or a velar (4%). As for the following consonants, vowels are 

more likely to be deleted if followed by a coronal (obstruent or sonorant, 

9%), less likely if followed by a velar (8%) or by a labial (6%). As for man-

ner, vowel deletion occurs more often after continuants (fricatives, nasals and 

liquids) than after stops, and more often before stops than before continuants. 

The highest rate of deletion (22%) was found between a liquid and a coronal 

stop, such as in ability, followed by the liquid__velar context (16%), liquid_ 

_labial and labial__labial (9%). Not surprisingly, the most frequent conso-

nant clusters in the world’s languages normally contain a sonorant. It is well 

known that the preferred word-initial consonant cluster is #OR and the pre-

ferred word-final cluster is RO#. Accordingly, the rarest consonant clusters 

imply a reversal of sonority, such as word-initial #RO and word-final OR#. 

These are also the clusters more likely to be repaired by vocalic epenthesis 

(especially in the former case) or consonant deletion (especially in the latter 
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case). In the middle, there are plateau clusters, i.e., clusters of consonants of 

equal sonority, such as obstruent clusters and sonorant clusters. The idea is 

that, if phonotactic preferences are the result of frequent casual speech pro-

cesses, since acoustic salience plays a role in the preservation of segments 

(sibilants are preserved regardless of their relative difficult articulation), 

plateau clusters containing highly salient segments will be more frequent in 

the world’s languages. In particular, salience is likely to play a decisive role 

for consonants in pre-consonantal or word-final position, since they lack the 

support of a vowel. My predictions, based on acoustic salience and the dis-

preference of sequences of consonants with identical place or manner of ar-

ticulation, are presented in (4). 

 

(4) (a) An obstruent cluster preferably contains a sibilant.  

(b) Word-initially, #SO is the preferred order.  

(c) Obstruent clusters in which one consonant is a stop and one is a 

fricative are more frequent than clusters where both consonants 

are either stops or fricatives. 

(d) Consonants in an obstruent cluster prefer to differ in place of ar-

ticulation.   

 

In order to test my predictions, I gathered data from a sample of 39 lan-

guages, belonging to the following language families: Indo-European 

(Hodge 1946; Halle 1959; Steriade 1982; Nagamma Reddy 1987; Tanke-

vičiūtė and Strimaitienė 1990; Hall 1992; Nestor 1993; De Schutter 1994; 

Kenstowicz 1994; Penzl 1995; Newmark 1998; Gussman 2007), Austrone-

sian (Sterner 1965; Wright 1996; Lock 2007), Mon Khmer (Henderson 1976; 

Nacaskul 1978), Sino-Tibetan (Jacques 2004), Siouan (Ullrich 2008), Benue-

Congo (Ladefoged and Maddieson 1996), Caucasian (Butskhrikidze 2002), 

Semitic (Morelli 1999), Zapotec (Jaeger and Van Valin 1982; Marlett and 

Pickett 1987; Regnier 1993), Haida (Lawrence 1977), Yuman (Redden 

1966), Plateau Penutian (Barker 1964), Chadic (Ladefoged 1964), Qiang 

(Hongkai 1986), Misantla Totonac (MacKay 1994), Tsimshianic (Tarpent 

1989), Otomi (Gibson 1956), Dravidian (Nagamma Reddy 1987), Chibchan 

(Oakes 2001), Caddoan (Rood 1975), Yuchi (Crawford 1973), Hokan (Mar-

lett 1988). The data were extracted partly from Morelli (1999) and Parker 

(2012) and partly from Baroni (2014). In (5), for each possible word-initial 

obstruent cluster, I give the percentage of languages of the sample that allow 

for it. 
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(5) SK (93.75%) > STcor (90.6%) > SP (87.5%) > PTcor (59.4%) > PS 

(53.1%) > KS (50%) >TcorK, KTcor (34.4%) > PK (25%) > SF, KP (22%) 

>TcorS, FP (18.75%) > TP (15.7%) > other clusters (less than 12.5%).  
 

As expected, the three most frequent obstruent clusters begin with some kind 

of sibilant, while the fifth and the sixth most frequent clusters at least contain 

one. It is noteworthy that, in absence of a sibilant, another principle comes 

into play: labials prefer to occur first, whereas dorsals prefer not to. As a 

matter of fact, PT is much more frequent than TP, and PK occurs more often 

than KP. Even among the SO clusters, SK, where the second consonant is a 

dorsal, is more frequent than SP, where a labial occurs post-consonantally. 

This tendency is particularly interesting if compared to the acquisition of dif-

ferent places of articulation in infants. Fikkert and Levelt (2008) bring evi-

dence that Dutch children pass through a phase during which in all the 

C1VC2 words they produce, C1 is labial and C2 is dorsal, so that a word like 

kip ‘chicken’ is pronounced as [pɪk] (cf. Ingram 1974 for similar findings in 

English). Another notable tendency is the avoidance of a sequence of conso-

nants with the same place of articulation (traditionally formalized as OCP – 

Obligatory Contour Principle, Leben 1973) or a sequence of non-coronal 

consonants. As a matter of fact, labials and dorsals tend not to combine. I 

will make use of the feature [+grave] to unify labials and dorsals (Jakobson 

1971[1938]: 274).
5
 All these preferences can be tentatively formalized using 

the OT constraints proposed in (6). 
 

(6) OCP[+GRAVE] Tautosyllabic [+grave] consonants are disallowed. 

OCP[+CONT] Tautosyllabic [+continuant] consonants are disallowed. 

OCP[–CONT] Tautosyllabic [–continuant] consonants are disallowed. 

OCP[PLACE] Tautosyllabic homorganic consonants are disallowed 

(Ussishkin 1999). 

*TO   A stop cannot be followed by another obstruent in the 

same syllable (Morelli 1999: 48). 

[LABIAL  A labial consonant must appear syllable-initially (Fikkert 

and Levelt 2008). 

*[DORSAL  Dorsal consonants are banned from syllable-initial posi-

tion (Fikkert and Levelt 2008). 

                                                                        

5
 Labials and dorsals are treated as a natural class also by some practioners of Element Theory, 

such as Backley (2011). In his analysis, both labials and dorsals are characterized by the ele-

ment |U|, which plays the role of the head in the former and of the operator in the latter.  
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Tableau 4. Markedness of obstruent clusters. 

 

 OCP 

[+grave] 

OCP 

[+cont] 

*TO OCP 

[−cont] 

[LABIAL 

 

*[DORSAL 

 

OCP 

[place] 

(a) /sk/        

(b) /st/       * 

(c) /sp/     *   

(d) /pt/   * *    

(e) /ps/   *     

(f) /tk/   * *    

(g) /kt/   * *  *  

(h) /pk/ *  * *    

(i) /sf/  *   *   

(j) /kp/ *  * * * *  

(k) /ts/   *    * 

(l) /xp/ *    * *  

(m) /tp/   * * *   

 

 

Tableau 4 is a peculiar type of tableau displaying a constraint ranking that 

might explain the data in (5), without any particular claim on whether a lan-

guage with such a ranking actually exists. Nonetheless, Tableau 4 captures 

the constraint interaction yielding the frequency of certain obstruent clusters 

and the relative rarity of others. It is shown that, among SO obstruents, /sk/ 

does not incur any violation, /st/ only violates the lowest-ranked constraint 

OCP[PLACE], whereas /sp/ violates [LABIAL. It is also shown that SO clusters 

are better formed than both TT and FF clusters, since the latter two violate 

OCP[–CONT] and OCP[+CONT], respectively. Tableau 4 takes into considera-

tion only one cluster of the FT type, i.e., /xp/. These clusters appear to be 

much rarer and that is, at least partially, probably due to the lower acoustic 

salience of /f, θ, x/ as opposed to sibilants. My guess is that non-sibilant fric-

atives are assigned lower strength values in the underlying representation and 

are therefore more likely to disappear over time. For instance, the results of 
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an experiment consisting in the identification of plateau clusters in noise re-

vealed that /s/ is recognized correctly almost 100% of the time, whereas /f/ is 

very easily unheard or misheard, to a greater extent than stops (Baroni 2014). 

Other studies proved that dorsal fricatives, such as /x, χ/, have a similar de-

gree of intensity as labial fricatives, and both are much weaker than sibilants 

(Gordon et al. 2002). According to the phonetic power scale proposed in 

Fletcher (1972: 82), /θ/ is the acoustically weakest of the English sounds, fol-

lowed by /f/. The greater suitability of sibilants to occur in clusters can also 

be formalized positing the following constraint ranking: *FO, *TO > *SO, 

which basically states that it is worse for a non-sibilant fricative (F) and a 

stop (T) to precede another obstruent, than it is for a sibilant.  

 

 
Tableau 5. /s/ as the best #O1. 

 

 *FO *TO *SO 

a) /st/   * 

b) /ft/ *!   

c) /pt/  *!  

 

 

As shown earlier, among languages that allow word-initial consonant clus-

ters, all allow clusters of rising sonority (#OR). Among those that allow plat-

eau clusters, all tolerate SO clusters. Some, but not all, tolerate other types of 

obstruent clusters but prefer those that begin with a labial or at least, where 

the second consonant is not labial. Very few languages allow clusters of re-

verse sonority (#RO). Whether a language allows consonant clusters or not 

and which type of clusters it allows depends on the interaction of MAX con-

straints and markedness constraints such as SSG and LABIALFIRST. For in-

stance, imagine a series of consonant clusters that may have potentially aris-

en in casual speech: SO, OS, PT, TP, OR, RO. In a language like Czech (see 

7a), faithfulness constraints dominate phonotactic constraints, and as a result, 

Czech allows for all these types of clusters, included those implying a so-

nority reversal. There is one notable exception: Czech has /#tsp/ (e.g., cpát 

‘stuff’) but not /#tp/ or any other type of stop + labial cluster, indicating that 

[LABIAL must have been ranked higher than faithfulness but lower than 

MAX[+STRID] and LINEARITY (“The sequencing of output segments must be 
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the same as the input” (McCarthy and Prince 1995: 123)), since the affricate 

/ts/ can be described as a strident stop (La Charité 1993; Hall 2004). If a lan-

guage has a phonotactics that typically follows the SSG but tolerates SO, OS 

and PT clusters, such as Italian, MAX[+STRID] and [LABIAL must be ranked 

higher than SSG, MAX and DEP
6
 (see 7b). English only tolerates OR and SO 

but, for example, its adaptation of Greek loanwords psychology, pterodactyl 

and xylophone (pronounced, respectively, [saɪˈkɒlədʒi], [ˌtɛɹəˈdæktɪl] and 

[ˈzaɪləˌfəʊn]) shows that *TO must be ranked higher than faithfulness con-

straints protecting stops (see 7c). Spanish only allows #OR, therefore SSG 

must be undominated. However, a ranking such as MAX[+STRID] > MAX > 

DEP triggers the insertion of an epenthetic [e] before SO clusters, such as in 

estar ‘to be’ from Latin stare (see 7d). Finally, there are languages like Finn-

ish where not only are tautosyllabic SO clusters banned, but loanwords con-

taining these sequences are simplified by omitting /s/, e.g., Swedish spole 

‘spool’ is adapted in Finnish as puola (Luthy 1973: 6–7). In Finnish, there-

fore, SSG must dominate both MAX and MAX[+STRID] (see 7e). As Smith 

(2009: 155) points out, in Finnish (as well as in Hmong and Sranan), highly 

salient segments undergo deletion in loanwords adaptation, even though 

there is evidence that they are perceived. These deletion processes must 

therefore form part of the phonological grammar and are not based on 

(mis)perception
7
.  

 

 

(7) Consonant clusters phonotactics   

 

(a) Czech. 

Input: SO, OS, PT, TP, OR, RO → MAX[+STRID], LINEARITY > [LA-

BIAL > FAITH > SSG → SO, OS, PT, OR, RO but *TP. 

 

(b) Italian.  

SO, OS, PT, TP, OR, RO → MAX[+STRID], [LABIAL > SSG > FAITH 

→ SO, OS, PT, OR, but *RO, *TP 

 

                                                                        

6
 DEP is the classic OT constraint against epenthesis (Prince and Smolensky 1993).  

7
 Similarly, the debuccalization and deletion of /s/ in several languages (such as Ancient Greek, 

Caribbean Spanish, Old French) is arguably due to articulatory difficulty rather than to percep-

tual factors.  
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(c) English. 

SO, OS, PT, TP, OR, RO → MAX[+STRID], *TO > SSG > FAITH → 

SO, OR but  *OS, *PT, *RO, *TP. 

 

(d) Spanish. 

SO, OS, PT, TP, OR, RO → MAX[+STRID] > SSG > FAITH → OR, 

but *SO, *OS, *PT, *TP, *RO, and SO → [e]SO.  

 

(e) Finnish: SO, OS, PT, TP, OR, RO → SSG > MAX[+STRID], MAX 

> FAITH → OR, but *SO, *OS, *PT, *TP, *RO. 

5. Conclusion 

 

While it is uncontroversial that the basic syllable type is CV, at the low pho-

netic level there is great variation as for the type of syllables that are actually 

pronounced. Even languages with a simple syllabic structure admit complex 

consonant clusters in casual speech and these clusters do not always respect 

the SSG. As the /sinistra/ example has shown, casual speech phenomena are 

driven by both articulatory ease and the urge to preserve prominent pho-

nemes and features, so that sibilants are more likely than other obstruents to 

be preserved in heavily reduced variants. The hypothesis proposed in this 

paper consists in the idea that frequent and/or salient segments and features 

form part of the invariant of words, i.e., the phonetic core of underlying rep-

resentations that cannot be deleted, not even in heavily reduced speech. As 

the data in (5) suggest, when sonority is not at play, as in plateau clusters, the 

more salient a segment, the more likely it is preserved in pre-consonantal po-

sition, i.e., not directly adjacent to a vowel. As a result, #SO clusters are the 

preferred word-initial obstruent cluster type crosslinguistically. Although, for 

the moment, the proposals put forward here remain speculative and other ex-

perimental studies would be needed, investigating the relationship between 

casual speech processes and phonotactics appears to be promising and will 

hopefully expand our knowledge on the phonology of consonant clusters.  
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