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Abstract 
 

This paper investigates the implications of Blind Alley Developments (BADs, Dressler 

et al. 2020) – ephemeral, systematic errors in early child productions – for a theory of 

language acquisition. I argue that a sufficient theory of acquisition should not simply 

allow for BADs, but rather should precisely account for the timeline and content of 

these errors in terms of the learning mechanisms that the child employs; in other words, 

it should be a learning theory. I present such an account, which draws on the comple-

mentary approaches of the Tolerance Principle (Payne & Yang 2023) and Natural Mor-

phology (Dressler et al. 2020). This account provides both a formalization of the time-

line of BADs – in terms of a calibration of productivity over the learner’s internal 

vocabulary – and predictions regarding the expected types of BAD constructions.  I 

provide applications of this account to both weak BADs – which involve the use of an 

incorrect form that nevertheless marks the correct target function – and strong BADs – 

which involve the use of a form never used for the target function in the learner’s input. 
 

Keywords: morphological acquisition; Natural Morphology; Tolerance Principle; 

Blind Alley Developments  

 

1. Introduction: Blind Alley Developments 

 

Blind Alley Developments (BADs, Dressler et al. 2020, 2023; Payne & Yang 

2023; Dressler & Payne 2025) refer to systematic, ephemeral deviations of 

child productions from their input. There are two types of BADs as defined by 

Dressler et al (2020): weak BADs occur when children wrongly extend and 

overapply a form that is present in their input but not productive in the adult 

grammar, while strong BADs occur when nothing in the child’s input can di-

rectly explain the form that they construct. Payne & Yang (2023) discuss these 

types of BADs in terms of form (i.e., the specific morphophonological process 
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being employed) and function (i.e., the thing that is being marked by the pro-

cess). Under this view, weak BADs involve the use of an incorrect form that 

nevertheless marks the correct target function (albeit unproductively in the 

adult grammar), while strong BADs involve the use of a form that is never 

used to mark the given function in the input. We now turn to concrete examples 

of each type of BAD.  

 

1.1. Weak Blind Alley Developments  

Weak Blind Alley Developments occur when children overextend and incor-

rectly apply a form that nevertheless marks the correct target function in their 

input. Weak BADs can be contrasted with the far more common error of over-

regularization (e.g., overapplication of the past tense -ed in English-learning 

children) in that weak BADs involve the overapplication of forms which are 

unproductive in the adult grammar, while over-regularization errors corre-

spond to overapplications of forms which are productive in the adult grammar 

(Palermo & Ebhart 1968; Clahsen et al. 1992; Marcus et al. 1992; Clahsen & 

Rothweiler 1993; Xu & Pinker 1995; Allen 1996; Ravid & Farah 1999; Mar-

asotos 2000; Clahsen et al. 2002; Demuth 2003; Maslen et al. 2004; Deen 

2005; Mayol 2007; Caprin & Guasti 2009; Kauschke et al. 2011; Lustigman 

2013; Bat-El 2014; i.a.). We consider two examples of weak BADs here: the 

interfixation of -e- in German noun-noun compounds (Korecky-Kröll et al. 

2017; Dressler et al. 2020; Dressler & Payne 2025) and the formation of the 

English past tense with ɪ → æ/_ŋ#, as in sing-sang (Xu & Pinker 1995; Payne 

& Yang 2023; Dressler & Payne 2025).  

In Standard German – including Austrian German – interfixes are some-

times added after the first constituent of a noun-noun compound, though the 

majority of compounds are formed without interfixes (Libben et al. 2009; 

Dressler et al. 2020). Specifically, -n- is productively added if the first constit-

uent ends in an unstressed -e (e.g., Garage-n+eigentümer ‘owner of a gar-

age’), and other interfixes are inserted in other conditions (e.g., Kind-

er+garten ‘kindergarten’; Land-es+kunde ‘Geography’; Libben et al. 2009).  

In some compounds, -e- is inserted (e.g., Hund-e+würstel ‘dog poop’); im-

portantly, however, -e- is infrequent and unproductive in the adult grammar 

(Libben et al. 2009). However, Korecky-Kröll et al. (2017) find that all three 

of the Austrian German-learning children they study overapply -e- in noun-

noun compounds (e.g., *Luft-e+bon-e for Luft+ballon-e, ‘air ballons’; 
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*(Mine)ral-e+wasser for Mineral+wasser, ‘mineral water’). This constitutes 

a weak BAD because the children over-apply an unproductive form (namely, 

-e-) to mark a function that it was observed marking in the input (namely, 

noun-noun compound interfixation). In other words, -e- does indeed mark 

noun-noun compounds in the child’s input, but it does not do so productively 

in the adult grammar. Under the present account, -e- enjoys a transient stage 

of productivity for the children studied by Korecky-Kröll et al. (2017), leading 

to its observed overapplication.  

Similarly, English past tense formation via the sing-sang pattern (i.e., ɪ → 

æ/_ŋ#) is unproductive in the adult grammar, as evidenced by its lack of 

application to novel -ɪŋ# verbs entering English: both Bing (the Microsoft 

search engine) and bling take -ed in the past tense. However, Xu & Pinker 

(1995) find that some children overapply this pattern: in the 4-million-word 

corpus of child English extracted from the CHILDES project (MacWhinney 

2000), the past tense of bring is produced as bringed 32 times, brang 6 times, 

and brung 5 times. Though brang is an acceptable past tense form for adult 

speakers of some dialects of North American English, there is little doubt that 

some children do overapply the ɪ → æ/_ŋ# pattern to form brang: further evi-

dence comes from the presence of swing-swang and fling-flang in the same 

CHILDES corpus, as neither of these past tense forms is acceptable for adult 

speakers. This overapplication again constitutes a weak BAD: the form 

(namely, ɪ → æ/_ŋ#) is used to mark the correct function (past tense inflection), 

despite this mapping being unproductive in the adult grammar. Notably, the 

overapplication of ɪ → æ/_ŋ# is the only error found by Xu & Pinker that 

appears analogical in nature. Nevertheless, some scholars have accounted for 

this error by adding an analogical mechanism to their framework (e.g., Bybee 

1985, Rumelhart & McClelland 1986, Pinker & Prince 1988, Albright & 

Hayes 2003). The model presented here, however, accounts for this error not 

in terms of analogy but in terms of an ɪ → æ/_ŋ# rule that enjoys a brief stage 

of productivity in the child’s developing grammar; analogy has no place in the 

account put forth here.  

 

1.2. Strong Blind Alley Developments  

Strong Blind Alley Developments occur when a child uses a form that is never 

attested with the given function in the input. We again consider two examples: 

Russian total root reduplication to express iterativity, durativity or 
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imperfectivity (Dressler et al. 2020; Dressler & Payne 2025), and two strong 

BADs created by a Greek child learning the subjunctive (Dressler et al. 2020; 

Dressler & Payne 2025).  

In Russian, iterativity is expressed via imperfective verbs or secondary 

imperfectivization devices, but Dressler et al. report several cases of children 

instead making use of total root reduplication (e.g., njam-njam used to mean 

‘I am eating’). Although reduplication as a formal pattern does exist in Russian 

(Israeli 1997), the function of this reduplication is not to express iterativity or 

ongoingness, but rather the express intensification, among other things. Thus, 

the children making use of total root reduplication to express iterativity would 

have never seen reduplication being used for this function in their input, and 

we thus have a case of a strong BAD.  

An even more striking example of a strong BAD comes from a Greek boy 

documented by Dressler et al. (2020). This boy entered two strong BADs, one 

after the other, in acquiring the Greek subjunctive. In adult Greek, the subjunc-

tive is marked by an unstressed proclitic (e.g., káni ‘(s)he makes’ → na+kánki 

‘let him/her make’). The child, however, first marks the Greek subjunctive by 

lengthening the verb root (e.g., ká:ni). After two weeks, he gave up this BAD 

and instead employed one of initial partial reduplication (e.g., ka+káni). No-

tably, Modern Greek has neither phonemic vowel length nor non-emphatic 

vowel lengthening. Thus, the formal pattern of vowel lengthening is not only 

unattested marking the subjunctive in the child’s input, but is not used for any 

inflectional purpose. What’s more, Modern Greek has no inflectional redupli-

cation, though total reduplication is used to express a range of other semantic 

and pragmatic information (Kallergi 2015). Again, then, the formal pattern of 

reduplication is not attested marking the subjunctive in the child’s input, 

though it may be attested marking other functions. Importantly, however, the 

reduplication that is likely attested in the child’s input is total, while the child’s 

construction is one of partial reduplication. For both vowel lengthening and 

reduplication, then, the child is making use of a form that is never employed 

to mark the subjunctive in his input, and we thus have two more cases of strong 

BADs.  

 

1.3. Implications of BADs for theories of acquisition 

Though Blind Alley Developments are relatively rare and do not affect every 

child, their importance for theories of language acquisition should not be 
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dismissed. In particular, it is not sufficient for a theory to simply allow for 

BADs: a theory that allows for BADs may well overpredict unattested error 

patterns in child language. This is what Dressler et al. (2020) refer to as the 

Feyerabendian problem of “everything goes.” It is also not sufficient for a the-

ory to explain in broad strokes how BADs occur without providing causal 

mechanisms that make precise predictions about the nature and timeline of 

BADs. Rather, an adequate theory of BADs is a learning theory that precisely 

accounts for the timeline and form of BADs as consequences of the learning 

mechanisms that the child employs. To further formalize this, I introduce two 

desiderata stemming from two key facets of BADs. An adequate theory of 

acquisition should provide a mechanistic explanation for:  
 

(1) The timeline of BADs: what causes children to enter the Blind Alley 

exactly when they do, and why do they escape from them precisely 

when they do? Further, why do children escape from BADs so soon 

after entering them?  

 

(2) The content of BADs: what error patterns do we expect the child to 

produce during their BADs? In the case of weak BADs, what forms in 

the input do we expect to be overextended? In the case of strong 

BADs, which unattested forms do we expect the child to use to mark 

a given function? Similarly, what constructions do we not expect the 

child to produce, and why? Dressler et al. (2020) pose this desideratum 

in terms Feyerabend’s epistemological scandal of “everything goes”: 

a theory that accounts for strong BADs by simply allowing the learner 

to construct any pattern does nothing to explain why we observe some 

Blind Alleys and not others in child productions.    

 

In this paper, I will argue that Desideratum (1) can be accounted for under a 

learning-theoretic account such as that proposed by Payne & Yang (2023). 

Specifically, the mechanistic approach that Payne & Yang propose accounts 

precisely for the timeline of BADs in a way that previous accounts have failed 

to. By contrast, while the account of Payne & Yang determines which weak 

BAD constructions are theoretically possible, it does little to explain why the 

child may be attracted to some of these theoretically possible BADs over 
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others, and has less to say about the constructions selected during strong 

BADs. The latter question is the focus of Dressler et al. (2020), who develop 

a theory – couched in Natural Morphology – that largely satisfies Desideratum 

(2). At the same time, this account struggles to satisfy Desideratum (1) because 

it does not provide a precise mechanism by which children may escape their 

BADs, but only references the opposing input. As such, by marrying the com-

plementary strengths of the accounts proposed by Dressler et al. (2020) and 

Payne & Yang (2023), we are able to develop a theory of acquisition that not 

only allows for BADs, but provides a mechanistic explanation of why they 

have the timeline and content that they do.  

 

2. Previous accounts of BADs 

 

Though some previous work has noted the presence of Blind Alley-like con-

structions in children’s productions (Munson & Ingram 1985, Bittner et al. 

2003, Mariscal 2009) and perception (Pater et al. 2004), Dressler et al. (2020) 

constitutes the first systematic, cross-linguistic study of morphological BADs. 

Dressler et al. provide data on the trajectories and content of nine strong and 

weak BADs in German, Greek, French, and Russian, and present an account 

of these BADs in terms of self-organization and Natural Morphology. Specif-

ically, the authors argue that children construct their own course of acquisition 

based on interactions between their stages of representation and processing 

and their linguistic input, following the constructivist view of self-organization 

(cf. Karpf 1990; Dressler & Karpf 1995). During this interaction, children se-

lect linguistic forms from their input based on the principles such as saliency 

and frequency, as well as the cognitively-based preferences of Natural Mor-

phology (cf. Dressler 1995; Kilani-Schoch & Dressler 2005; Dressler et al. 

2014; Dressler & Kilani-Schoch 2016, i.a.). Such preferences include iconicity 

between form and meaning, morphosemantic and morphosyntactic transpar-

ency, optimal size of words according to their morphological status, and (bi)-

uniqueness; particular attention is given to iconicity, which can account for all 

of the BADs presented by Dressler et al.. Under the approach put forth by these 

authors, BADs are a consequence of the preferences and preference rankings 

of Natural Morphology. For example, the use of reduplication to express iter-

ativity in Russian can be explained as a consequence of the iconicity prefer-

ence.  
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This approach has particular strengths when accounting for strong BADs, 

since the constructions made during these BADs can be explained not directly 

by the input but rather by a cognitively-based universal preference for certain 

forms, such as iconicity for Russian reduplication. Since these preferred con-

structions are expected to appear in other languages, Dressler et al. thus predict 

that the forms children produce during strong BADs should occur in languages 

other than the input language: that is, they should be typologically present. 

Indeed, this is how Dressler et al. address the Feyerabendian question of 

whether “everything goes” and satisfy Desideratum (2).  

Dressler et al. argue that their theory of acquisition can account for BADs 

in a way that other theories – specifically, usage-based and nativist approaches 

– cannot. As such, they claim that BADs provide the strongest piece of evi-

dence support their view of a constructivist approach to self-organization. It is 

easy to see the problem that BADs pose for usage-based accounts (e.g., To-

masello 2000; Lieven 2008; Bybee 2010; Engelmann et al. 2019): as both 

Dressler et al. (2020) and Payne & Yang (2023) note, these accounts overstate 

the extent to which the child’s grammar directly mirrors the input (e.g., Yang 

2013; Yang 2016: Section 2.1). Though usage-based approaches can account 

for omissions and analogical errors (e.g., Lieven 2008), they cannot currently 

account for the use of a form never present in the input to mark a given func-

tion. Since BADs – particularly strong BADs – involve systematic deviations 

from the input, such theories thus do not predict them. At the same time, Dress-

ler et al. (2020) argue that existing nativist theories of acquisition cannot ex-

plain BADs either, since there is nothing in Universal Grammar to predict 

BADs or constrain possible BAD developments. In particular, they argue that 

the learning-theoretic approach given by the Tolerance Principle (Yang 2016) 

cannot account for BADs because it would rely on the presence of sufficient 

support from the input in order for a BAD to emerge, and thus a BAD should 

(1) never emerge to begin with, and (2) be immediately knocked out by the 

Tolerance Principle if it were to emerge.  

As Payne & Yang (2023) argue, however, that the Tolerance Principle is 

able to account for BADs because it calibrates productivity over the learner’s 

internal vocabulary. The Tolerance Principle (Yang 2016) is based on the in-

tuition that a linguistic process must earn productivity by being applicable to 

a sufficiently large number of candidates, where sufficiency is calibrated over 

the learner’s internal vocabulary. Specifically, the learner calculates two values 

for a rule R: N, the number of items in the learner’s vocabulary which fit R’s 
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description, and e, the number of these items to which R does not apply. Under 

the Tolerance Principle, the rule R is productive only if: 

 

                         𝑒 ≤ 𝜃𝑁 =  
𝑁

ln 𝑁
 

I refer the reader to Yang (2005, 2016) for a full derivation of Equation (3), 

but note that it is a consequence of the hypothesis that children will generalize 

a rule when it is more efficient – in terms of lexical access time – to do so. To 

illustrate the application of the Tolerance Principle, consider a toy example in 

which an English-learning child knows 10 verbs and 3 do not take -ed in the 

past tense. In this case, we have N = 10 and e = 3, and since  

 

3 ≤
10

ln 10
≈ 4.3, 

 

the -ed suffix will thus become productive for marking the past tense.  

However, some verbs may never be attested in the past tense in the 

learner’s input. To address this, Yang (2016: 177) introduces a corollary, the 

Sufficiency Principle, which specifies how generalizations are formed when 

only a subset of the N items have been seen in the necessary context to deter-

mine if the rule applies to them. The Sufficiency Principle posits that if M 

items have been seen with the rule applying, then the learner generalizes if 

𝑀 > 𝑁 − 𝜃𝑁, a super-majority of N. Returning to our example, if we know the 

learner has seen 7 of its 10 verbs taking -ed in the past tense, then N = 10 and 

M = 7. Since 

 

7 > 10 −
10

ln 10
≈ 10 − 4.3 ≈ 5.7, 

 

the past tense -ed rule will be learned as productive regardless of whether the 

remaining 3 verbs are unattested in the past tense or are known exceptions to 

the -ed rule. It is easy to see that 𝑁 − 𝑀 under the Sufficiency Principle is 

equivalent to e in Equation (3): both quantities must be less than 𝜃𝑁 for a gen-

eralization to be made. As such, the Sufficiency Principle can be thought of as 

a “worst case” application of the Tolerance Principle: we assume that all of the 

unseen items may turn out to be exceptions. The Tolerance and Sufficiency 

Principles have received extensive experimental support from artificial lan-

guage studies with precisely controlled conditions (e.g., Schuler 2017, Emond 

(3) 
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& Shi 2021); I refer the reader to Payne (2022) for an in-depth review of these 

studies. Throughout this paper, I will refer to the Tolerance and Sufficiency 

Principles collectively as the Tolerance Principle. 

While the Tolerance Principle provides a way to evaluate a hypothesized 

rule for productivity, we must first hypothesize such a rule to evaluate. Previ-

ous work using the Tolerance Principle has developed learning models that 

make use of recursive learning with greedy subdivision: Payne (2022, 2023a) 

learn which inflectional categories are marked in a language by tracking “col-

lisions” between multiple inflected forms, and Belth et al. (2021) learn inflec-

tional processes via greedy, frequency-based subdivision. The Tolerance Prin-

ciple has been applied to a wide range of morphological phenomena, including 

gender assignment in Icelandic (Björnsdóttir 2021), noun diminutive suffixa-

tion in Dutch (van Tuijl & Coopmans 2021), verbal inflection variation and 

change in Frisian (Merkuur 2021), possessive suffixation in Northern East 

Cree (Henke 2022), and past participle inflection in Latin (Kodner 2022). 

Though I focus on morphology in the current work, similar Tolerance Princi-

ple-based learning models have been proposed for phenomena in phonology 

(Dresher & Lahiri 2022; Belth 2023; Payne 2023b, i.a.) and syntax (Pearl & 

Sprouse 2021; Liang et al. 2022; Li & Schuler 2023, i.a.). Though these ap-

proaches generally make use of quantitative greedy heuristics such as fre-

quency, one could conceive that subdivision in these learners is instead driven 

by the preferences and preference rankings of Natural Morphology, so that, for 

example, the most iconic form will be prioritized. This foreshadows the model 

we will develop in Section 3.  

Payne & Yang (2023) argue that the missing piece in current theories of 

BADs – including the account put forth by Dressler et al. (2020) – is the pres-

ence of a precise, mechanistic learning theory. In other words, though Dressler 

et al. account for observed BAD patterns in terms of Natural Morphology’s 

preferences, they do not specify the precise mechanism(s) by which the mor-

phological system is built, or why children enter and exit BADs precisely when 

they do, and their account thus largely fails to satisfy Desideratum (1). The 

Tolerance Principle, on the other hand, provides precisely such a learning the-

ory: it gives a “tipping point” where we can expect a form to become produc-

tive or to lose productivity, as calibrated over the learner’s internal vocabulary. 

Payne & Yang posit that for both types of BADs, the error can only emerge 

once the child has learned that the relevant category must be marked in their 

language, and can persist either until it loses productivity – in the case of a 

weak BAD – or until another form becomes productive – in the case of a strong 
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BAD. Since the Tolerance Principle makes precise predictions about when 

each of these events will occur, Payne & Yang’s account satisfies Desideratum 

(1).  

For weak BADs, Payne & Yang account for the form of the BAD in terms 

of productivity: the given form must be productive over the learner’s internal 

vocabulary in order to become a weak BAD. Because the Tolerance Principle 

again gives precise predictions about the conditions under which a form will 

be productive, this account of weak BADs also satisfies Desideratum (2). In 

accounting for strong BADs, however, Payne & Yang argue that these errors 

do not constitute “inventions out of thin air” but are rather grounded some-

where in the input data. For example, reduplication appears as a formal pattern 

in both Russian and Greek (Israeli 1997; Kallergi 2015). As such, Payne & 

Yang answer the Feyerabendian question of whether “everything goes” not in 

terms of cross-linguistic attestation, but rather attestation of a given form in 

the child’s input: the set of possible strong BADs predicted by Payne & Yang 

is thus a strict subset of those predicted by Dressler et al.. Of course, it remains 

an open question whether all strong BADs employ forms that are present 

somewhere in the child’s input – and indeed, the Greek vowel lengthening 

BAD discussed in Section 1.2 provides a potential counterexample – or 

whether the forms are more generally present in some language as predicted 

by Dressler et al. In any case, it is not enough for a given strong BAD form to 

be attested either in the child’s input or cross-linguistically; we also want to 

understand why the child selects this form over other possible forms when they 

enter the strong BAD. Here, the Tolerance Principle has little to say, and the 

Payne & Yang account thus struggles to satisfy Desideratum (2) in the case of 

strong BADs.  

 

3. Proposal: A mechanistic account of Blind Alley Develop-

ments 

 

As discussed above, the proposals of Dressler et al. (2020) and Payne & Yang 

(2023) have complementary strengths; the current proposal essentially consti-

tutes a marriage of these strengths. In terms of Desideratum (1), the account 

given by Payne & Yang places precise, mechanistic bounds on the timeline of 

BADs grounded in a formal, quantitative account of language acquisition 

given by the Tolerance Principle. The Tolerance Principle also provides a 
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measure of the critical mass of opposing input that will lead to the demise of 

a BAD. By contrast, the account of Dressler et al. simply states that children 

escape from BADs as a result of the opposing input. By definition, however, 

the child’s input will always be opposing during a BAD, and Dressler et al. do 

not provide an account of why children escape from their Blind Alleys pre-

cisely when they do. As such, the account of Payne & Yang is better able to 

satisfy Desideratum (1). 

In terms of Desideratum (2), however, the account of Payne & Yang has 

less to say. For weak BADs, this model determines which of the forms in the 

learner’s input are theoretically possible BADs based on a precise calibration 

of productivity over the learner’s internal vocabulary. However, it has little to 

say about which of the possible weak BADs a learner may choose to pursue 

first. While it is not strictly necessary to order the possible BADs being con-

sidered for the Payne & Yang account to succeed, it is unlikely that the child 

is simultaneously evaluating every possible form in their input for productiv-

ity. What’s more, for strong BADs, the Payne & Yang account simply predicts 

that the given BAD pattern must appear somewhere in the child’s input but 

does not make predictions regarding which forms in the child’s input are likely 

to be posited as strong BADs. By contrast, the preferences and preference 

rankings of Natural Morphology allow the account of Dressler et al. to make 

predictions about which weak BADs the child may pursue first and which pos-

sible form the child may select for a strong BAD, although it does so without 

a precise formalization of this process. As such, the account of Dressler et al. 

is better able to satisfy Desideratum (2).  

How, then, can we marry these accounts into a unified theory of BADs 

that satisfies both Desiderata from Section 1.3? I propose an account in which 

the Tolerance Principle sets strict, quantitative boundaries on the timeline of 

strong and weak BADs and determines which potential weak BADs can be 

generalized, while Natural Morphology’s preferences guide the learner to con-

sider some possible weak BADs before others and dictate what patterns are 

employed in strong BADs. Under this proposal, the start of both strong and 

weak BADs occurs sometime after the child learns that the given function must 

be marked in their language, following Payne (2022, 2023a) and Payne & 

Yang 2023. Specifically, the weak BAD emerges when the child knows that 

the category in question is marked and some form in their input is temporarily 

productive over their internal vocabulary, and a strong BAD will emerge when 

no form is productive over the learner’s internal vocabulary, but the learner 

knows that the category must be marked. The weak BAD’s demise will occur 
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when its productivity can no longer be supported over the learner’s internal 

vocabulary as determined by the Tolerance Principle, and the strong BAD’s 

demise will occur when some other process – either a weak BAD or the adult-

like form – becomes productive over their internal vocabulary. As such, the 

Tolerance Principle sets the boundary conditions on the timeline of the BADs 

in a way that can be precisely calculated, and Desideratum (1) is satisfied.  

Under the current proposal, once the child has learned that a category must 

be marked in their language, the preferences of Natural Morphology will guide 

them to consider some possible forms to mark this function over others. For 

example, if there are 5 possible forms in the input that may be used to mark a 

given function, but only one of these satisfies the preference for iconicity, then 

the child will consider this one first as a possible form. This can be seen as an 

adaptation of the greedy search heuristics used in models such as Belth et al. 

(2021): instead of determining which form we consider based on measures 

such as type frequency, we instead make use of cognitively-based preferences 

to order the hypotheses we consider. The possible forms will be evaluated 

against the Tolerance Principle in the order dictated by the preferences of Nat-

ural Morphology, and if a form is productive over the learner’s internal vocab-

ulary, then a weak BAD emerges. Because we consider first the forms that are 

favored by Natural Morphology’s preferences, our proposal accounts for 

Dressler et al. (2020)’s observation that the attested weak BAD patterns obey 

preferences such as iconicity, while at the same time providing a mechanistic 

account – via the Tolerance Principle – of why these forms and not others en-

joy a temporary period of productivity. If none of the forms being considered 

are productive under the Tolerance Principle, we can expect the learner to con-

struct a strong BAD: they know that the given function must be marked, and 

thus invent a way to mark it. Here, Natural Morphology’s preferences once 

more come into play: the preference for iconicity, for example, can explain the 

use of reduplication in the BADs discussed in Section 1.2. While it remains an 

open question whether the form used in the strong BAD must appear some-

where in the child’s input (cf. Dressler et al. 2020, Payne & Yang 2023), the 

preferences of Natural Morphology can be employed in either case to deter-

mine the constructions that the child will make during the strong BAD. At the 

same time, the learning-theoretic account given by the Tolerance Principle pre-

dicts the conditions under which we expect strong BADs to occur and when 

we expect the child to escape from them. In this way, the combination of the 

Tolerance Principle and Natural Morphology satisfies Desideratum (2). 
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Having outlined the proposed account of BADs, we now explore its im-

plications for weak and strong BADs, using the examples of the English to ɪ 

→ æ/_ŋ# BAD and the Greek subjunctive BAD. 

4. Weak BADs under our proposal 

 

The model of Blind Alley Developments introduced above straightforwardly 

accounts for weak BADs while satisfying the desiderata for an adequate theory 

of BADs outlined in Section 1.3. Desideratum (1) is satisfied by the learning-

theoretic portion of our model: the Tolerance Principle sets precise, mechanis-

tic bounds on the start and end time of the BAD. Specifically, the weak BAD 

will emerge when the learner knows that the category must be marked – fol-

lowing Payne (2022) – and will end when the BAD process is no longer pro-

ductive over the learner’s internal lexicon. Desideratum (2) is satisfied by a 

combination of the learning-theoretic portion of our model and Natural Mor-

phology’s preferences. The Tolerance Principle sets mechanistic bounds on the 

types of weak BADs we may theoretically encounter: a BAD must be suffi-

ciently dominant over the learner’s internal vocabulary to be overextended. At 

the same time, the preferences and preference rankings of Natural Morphology 

can be seen as guiding the children towards some of these possible weak BADs 

over others. I illustrate these points with the concrete example of the English 

past tense ɪ → æ/_ŋ# weak BAD. I choose this example because the acquisition 

of the English past tense has been widely studied (e.g., Marcus et al. 1992, Xu 

& Pinker 1995), and we thus have access to the accurate estimates of 

vocabulary size necessary to employ the Tolerance Principle. 

 

4.1. Modelling ɪ → æ/_ŋ# 

To model the progression of the ɪ → æ/_ŋ# BAD, we must first establish a 

plausible model of the growth of the learner’s vocabulary of English verbs 

over time. Previous work has demonstrated a significant correlation between 

token frequency and order of acquisition (e.g., Goodman et al. 2008): more 

frequent words are likely to be learned earlier. Thus, to model the acquisition 

trajectory of a “typical” English-learning child, it is sufficient to use a strictly 

frequency-based ordering, where token frequencies are calculated by aggrega-

tion over all North American CHILDES corpora (MacWhinney 2000). Note 
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that while we are modeling only one acquisition trajectory here, there is room 

for variation in the ɪ → æ/_ŋ# BAD resulting from differing acquisition trajec-

tories. Indeed, as I will demonstrate below, entering the ɪ → æ/_ŋ# BAD re-

quires learning the three most frequent -ɪŋ# verbs before learning enough reg-

ular verbs such that -ed becomes productive, and before learning too many -

ɪŋ# verbs that do not obey ɪ → æ/_ŋ#. Thus, our model accounts for individual 

variation as a consequence of differences in order of acquisition: since the Tol-

erance Principle calculations are made over the learner’s internal vocabulary, 

the state of their vocabulary at any time determines whether a given process – 

in this case a BAD – will be productive. Having established our frequency-

based model of order of acquisition, we turn to our model’s predictions for the 

timeline and content of the ɪ → æ/_ŋ#  BAD. We begin by examining the 

model’s predictions regarding the timeline of the BAD and then turn to the 

content of this weak BAD, asking why -æŋ# BADs but not -ɔt# BADs (e.g., 

stink-stought from think-thought) are attested. 
 

4.1.1. Timeline 

Our model asserts that the learner will know that the past tense must be marked 

in English upon entering the ɪ → æ/_ŋ# BAD. Under the learning-theoretic 

model developed by Payne (2022), the learner will know that English past 

tense marking is obligatory by the time their vocabulary contains approxi-

mately 112 verbs. Of the 200 most frequent verbs in North American CHIL-

DES, 76 are irregular. Under the Tolerance Principle, this means that the de-

fault -ed rule will not be learned: θ200 = 37, and the number of irregular verbs 

is thus too large to be tolerated as exceptions to the -ed rule. Following Belth 

et al. (2021), the learner then subdivides the input in search of a productive 

process. In doing so, the learner will encounter three verbs ending in -ɪŋ#: 

bring-brought, sing-sang, and ring-rang are contained in the 200 most fre-

quent verbs being considered. Under the Tolerance Principle, 2/3 is sufficient 

for generalization, and ɪ → æ/_ŋ# is productive over the learner’s internal vo-

cabulary which contains only these three -ɪŋ# verbs. As such, the learning-

theoretic portion of our model accounts neatly for the emergence of the ɪ → 

æ/_ŋ# BAD.  

However, the productivity of ɪ → æ/_ŋ# will be short lived: of the most 

frequent 800 verbs in North American CHILDES, we have 8 ending in -ɪŋ#: 
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bring-brought, sing-sang, ring-rang, fling-flung, spring-sprang, sting-stung, 

swing-swung, and wing-winged. Of these 8 verbs, only 3 obey ɪ → æ/_ŋ#, and 

thus there are 5 exceptions to this rule. Under the Tolerance Principle, how-

ever, we can only tolerate three exceptions when N=8; that is, 𝜃8 = 3 < 5. As 

such, when the early vocabulary contains 800 verbs, the ɪ → æ/_ŋ# BAD is no 

longer supported by the learner’s internal vocabulary and must be abandoned. 

The learning-theoretic portion of our model thus also accounts neatly for the 

subsequent demise of the ɪ → æ/_ŋ# BAD and its ephemeral nature, satisfying 

Desideratum (1). Again, recall that the Tolerance Principle allows for individ-

ual variation in the timeline of BADs based on variation in the order of acqui-

sition: if a child were to instead reach a productive -ed rule sooner, or learn 

e.g., bring, fling, and wing as their first three -ɪŋ# verbs, then the Tolerance 

Principle makes the testable prediction that they would not enter this BAD at 

all. Our model can thus also account for the fact that this BAD does not affect 

every child learning English, as a consequence of differences in vocabulary 

acquisition. A similar approach can be applied to language change: Ringe & 

Yang (2022) demonstrate that the Tolerance Principle can account for the his-

torical productivity of ɪ → æ/_ŋ#. Their approach illustrates the delicate nature 

of productivity: changes in only a few verbs can push the productivity of ɪ → 

æ/_ŋ# over the “tipping point” defined by the Tolerance Principle.  

 

 

4.1.2. Does everything go?  

Why are ɪ → æ/_ŋ#  BADs widely attested and -ɔt# (e.g., stink-stought from 

think-thought) BADs unattested? One part of the explanation comes from the 

learning-theoretic portion of our proposal, which predicts that even if an -ɔt# 

BAD is hypothesized by the learner, it will never be able to reach productivity 

over the learner’s internal vocabulary. The first challenge arises when we at-

tempt to define a context in which the -ɔt# BAD would apply: while defining 

the context for the -æŋ# BAD is straightforward – namely, verbs that end in -

ɪŋ# in the present – this is not the case of the -ɔt# BAD. The two most frequent 

-ɔt# past tense verbs – bring-brought and think-thought – may lead us to hy-

pothesize a rule of the form ɪŋ(k) → ɔt/ _ #, where (k) indicates optionality of 

the voiceless velar stop in defining the context of this rule. However, it is clear 

that such a rule has no hope of reaching productivity: its description encom-

passes not only all verbs obeying ɪ → æ/_ŋ# (e.g. sing-sang, ring-rang), but 
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also all those obeying ɪ → æ/_ŋk# (drink-drank, sink-sank). Indeed, of the 

most frequent 250 verbs in North American CHILDES, there are 6 ending in -

ɪŋ(k)#: think-thought, bring-brought, drink-drank, ring-rang, sing-sang, and 

sting-stung. Of these, only 2 – think and bring – obey ɪŋ(k) → ɔt/ _ #, leaving 

the remaining 4 verbs as exceptions to this potential rule. Under the Tolerance 

Principle, we have that 𝜃6 = 3 < 4, and thus ɪŋ(k) → ɔt/ _ # cannot reach 

productivity. 

One might hypothesize that increasing the learner’s vocabulary would in-

troduce the possibility of a productive -ɔt# BAD, but reality is quite the oppo-

site. The next most frequent -ɔt# verbs are catch-caught and teach-taught, 

leaving us entirely without a viable context for a unified -ɔt# rule. What’s 

more, while the presence of catch might tempt us to subdivide and posit a rule 

along the lines of æt͡ ʃ → ɔt/_#, this rule will also not be able to reach produc-

tivity: scratch-scratched, hatch-hatched, and attach-attached are all similarly 

frequent and 𝜃4 = 2 < 3, so æt͡ ʃ → ɔt/_# can never reach productivity. Simi-

larly, introducing teach may lead us to hypothesize a rule of the form it͡ ʃ → 

ɔt/_#, but the similarly frequent reach would render such a rule unproductive. 

As such, the learning-theoretic portion of our model predicts that an -ɔt# BAD 

should never reach productivity.  

While the Tolerance Principle tells us that an -ɔt# BAD, if posited, will not 

reach productivity, the preferences of Natural Morphology allow us to go a 

step further and posit that such a BAD may not be hypothesized in the first 

place. Since a weak BAD consists of the overapplication of a form that is pre-

sent in the input, this entails selecting which form the learner will attempt to 

overextend. In this instance, the Natural Morphology preference for bi-unique-

ness may steer the learner towards the -æŋ# BAD over the -ɔt# one. Specifi-

cally, most English verbs that take -æŋ# in the simple past take -ʌŋ# in the past 

participle (e.g., I sing/I sang/I had sung). This contrasts with -ɔt# past tense 

forms, which generally have a syncretism between the simple past and past 

participle (e.g., I think/I thought/I had thought). The fact that -æŋ# past tense 

verbs explicitly distinguish between the simple past and past participle may 

make the ɪ → æ/_ŋ# BAD a more appealing one for the learner to pursue, and 

thus the -ɔt# BAD may simply never be posited. The role of Natural Morphol-

ogy’s preferences and preference rankings is thus to guide the learner towards 

pursuing some possible weak BADs over others, while the Tolerance Principle 

sets quantitative bounds on which of these weak BADs may enjoy a transient 

stage of productivity. Thus, we satisfy Desideratum (2).  
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5. Strong BADs under our proposal 

 

As discussed above, for weak BADs, it is the case that some form in the 

learner’s input is temporarily productive over their internal vocabulary: the 

presence of bring, sing, and ring, for example, allow for the development of 

an ɪ → æ/_ŋ# weak BAD. However, in the case of strong BADs, no form in 

the learner’s input can directly explain their constructions. The timeline of 

strong BADs can be explained once again by the learning-theoretic portion of 

our model: as for weak BADs, strong BADs emerge when the learner knows 

that a given category must be marked, but not yet how the category is marked. 

In contrast to weak BADs, strong BADs in our model occur because no form 

in the learner’s input reaches productivity. The strong BAD can continue only 

until some process in the input becomes sufficiently dominant over the 

learner’s internal vocabulary, either causing the learner to enter a weak BAD 

or to acquire the adult inflectional process. Thus, our model satisfies 

Desideratum (1) from Section 1.3 for strong BADs as well. To satisfy 

Desideratum (2), however, we must turn to the preferences of Natural 

Morphology. By hypothesis, the learner knows that the relevant category must 

be marked, but as of yet has no productive process with which to mark it. 

Natural Morphology then predicts which types of constructions children are 

likely to build: the iconicity preference, for example, predicts the use of 

reduplication in the strong BADs discussed in Section 1.2.  

 

5.1. Modeling the Greek Subjunctive BAD 

It is difficult to provide a precise Tolerance Principle analysis the strong BADs 

presented by Dressler et al. (2020) because doing so requires very accurate 

vocabulary measures, as discussed in Section 4.1, and these measures are not 

readily available for the children in these studies – even full transcripts only 

capture a subset of the children’s vocabulary. While approximating vocabulary 

growth via frequency works for the well-studied problem of the ɪ → æ/_ŋ# 

weak BAD, it is more challenging to access frequency counts for the strong 

BADs discussed in Section 1.2, and the children who followed these strong 

BADs likely did not have a vocabulary acquisition trajectory determined 

solely by frequency. Here I will thus sketch how our approach would apply to 

these strong BADs were such quantitative vocabulary measures to become 

available, though I also refer the reader to Payne (2023c) for a quantitative 
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treatment of the well-studied Root Infinitive, which may be analyzed as a 

strong BAD (Payne & Yang 2023), in terms of the account I present here.  

Our model predicts that the Greek-learning child studied by Dressler et al. 

(2020) will only begin producing the subjunctive BAD once he has learned 

that the subjunctive must be marked in Greek. Though the model of Payne 

(2022) has yet to be applied to Greek verbs, the logic is the same: when a 

sufficient number of verbs in the learner’s internal vocabulary appear in the 

subjunctive and in a different form in a different inflectional class, then they 

learn that the subjunctive must be marked in Greek. Following the same pro-

cedure as discussed in Section 4.1.2, the learner will then consider the pro-

cesses that have been observed marking the subjunctive in the input in an order 

determined by the preferences and preference rankings of Natural Morphol-

ogy, evaluating each over their internal vocabulary for productivity. Our ac-

count predicts that the learner enters the strong BAD because none of the pro-

cesses they consider are productive over their internal vocabulary. In other 

words, even if the proclitic na- is present in the learner’s input, it is not suffi-

ciently dominant over the verbs that the learner has lexicalized in the subjunc-

tive. Natural Morphology argues (c.f., Dressler et al. 2020) that proclitics are 

challenging for the child to take from their input into the uptake; it is thus 

possible that the child may have seen enough verbs taking na- in the subjunc-

tive in their input but failed to lexicalize enough of these to learn the Greek 

subjunctive process. As such, they know that they must systematically differ-

entiate the subjunctive but have no productive process with which to do so. 

It is here that Natural Morphology takes center stage: as argued by Dress-

ler et al. (2020), the learner must construct some process to systematically dif-

ferentiate the marked category, and the preferences of Natural Morphology can 

be seen as guiding them towards some constructions over others. Specifically, 

both the vowel lengthening BAD and the reduplication BAD produced by the 

Greek child can be predicted by the iconicity preference under Natural Mor-

phology, with the latter being more iconic than the former within this frame-

work. Payne & Yang (2023) argue that the process the child selects must be 

attested somewhere in their input as a formal pattern, and that strong BADs 

can thus be construed as a mismatch between form and function. While it is 

true that reduplication occurs as a formal pattern in Greek (Kallergi 2015), it 

is less clear whether this is a possibility for the vowel lengthening BAD, since 

Greek has only emphatic vowel lengthening. Future research should further 

investigate whether strong BAD constructions by children correspond to forms 

that are attested cross-linguistically – as predicted by Natural Morphology 
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(Dressler et al. 2020) – or within the language the child is learning – as pre-

dicted by Payne & Yang (2023). Even if the latter, more constrained, hypoth-

esis is confirmed, Natural Morphology still plays a crucial role in determining 

which of the patterns attested in the language the child will choose for their 

strong BAD, and thus the iconicity preference can still be used to explain the 

two BADs the Greek-learning child constructs.  

Under our model, the strong BAD will persist only until the child learns a 

productive process to mark the Greek subjunctive. That is, once the na- pro-

clitic is sufficiently dominant over the learner’s internal vocabulary, the strong 

BAD will be abandoned and the learner will produce the adult-like subjunc-

tive. Any gradience in the abandonment of the BAD can be accounted for in 

terms of a stage of memorization before the learner generalizes the na- rule. 

For example, if a child knows 10 verbs and knows that 4 of them take na-, they 

will not be able to generalize na- under the Tolerance Principle, but they may 

still use this process rather than the strong BAD when inflecting these specific 

verbs, leading to an apparent gradience in their production of this strong BAD. 

Note that it is also possible under our model that the process that becomes 

productive over the learner’s internal vocabulary at the end of the strong BAD 

is not in fact the adult-like process, in which case we expect the learner to 

move from a strong BAD into a weak BAD before acquiring the adult process.  

 

6. Discussion and future directions 

 

In this paper, I have argued that a sufficient theory of Blind Alley Develop-

ments in acquisition should not simply allow for BADs, but should rather pro-

vide causal mechanisms that make precise predictions about (1) the timeline 

and (2) the content of these errors. Specifically, I claim that an adequate theory 

of BADs in acquisition must be a learning theory that precisely accounts for 

the timeline and content of BADs in terms of the learning mechanisms that the 

child employs during acquisition. I have presented such an account by marry-

ing the complementary approaches of the Tolerance Principle (Payne & Yang 

2023) and Natural Linguistics (Dressler et al. 2020). This account provides 

both a formalization of the timeline of BADs – in terms of calibration of 

productivity over the learner’s internal vocabulary – and predictions about 

what types of BAD patterns we expect to find cross-linguistically. In particu-

lar, we account for the timeline of weak and strong BADs in terms of the 
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Tolerance Principle, which provides precise quantitative predictions regarding 

the productivity of a given process over the learner’s internal vocabulary, al-

lowing for variation in acquisition timelines as a result of variation in vocabu-

lary growth. We account for the content of weak BADs in terms of a combina-

tion of the Tolerance Principle and Natural Morphology: while the Tolerance 

Principle places precise bounds on which forms are eligible to be productive 

over the learner’s vocabulary, the preferences and preference rankings of Nat-

ural Morphology can be seen as guiding the learner to some of these potential 

weak BADs over others. In the case of strong BADs, Natural Morphology 

takes center stage in explaining the patterns that children construct, since the 

patterns they choose are never attested marking the relevant categories in the 

input.  

While the account presented here satisfies the desiderata outlined in Sec-

tion 1.3, it also raises several questions for future research. Firstly, an im-

portant divergence between the accounts of strong BADs put forth by Dressler 

et al. (2020) and Payne & Yang (2023) is that the former predicts that the forms 

children use during strong BADs must be attested somewhere cross-linguisti-

cally, while the latter predicts that the forms must be attested within the lan-

guage that the child is learning. As such, the potential strong BAD patterns 

predicted by Payne & Yang are a strict subset of those predicted by Dressler et 

al., since Payne & Yang argue that the form used by the child must have been 

seen somewhere in the input, albeit not marking the target function. The doc-

umented cases of strong BADs (Dressler et al. 2020) are as of yet inconclusive: 

since reduplication occurs as a formal pattern in both Russian and Greek, and 

since Greek does allow emphatic vowel lengthening, one can argue that the 

relevant forms are attested in the child’s input. However, Greek does not em-

ploy vowel lengthening as a part of its morphological system, and the redupli-

cation that does occur in Greek is total rather than partial (Kallergi 2015); one 

could thus argue that the relevant forms are not attested exactly in the child’s 

input. Future explorations of strong BADs should further investigate the role 

of attestation of a given form in the child’s strong BAD constructions.  

Secondly, our account of strong BADs rests on the assumption that the 

child will exit the strong BAD once they learn the adult-like productive inflec-

tional process. However, it is not always the case that the adult-like inflectional 

process is productive: gaps, defectivity, and other forms of ineffability arise 

when no process is productive (e.g., Yang 2016: Ch. 5; Gorman & Yang 2019). 

If the child is learning a language with such a non-productive inflection, an 

open question is how they escape from the strong BAD into the adult-like 
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process: is it simply by memorizing the relevant forms as more are seen, or is 

there something else that triggers their abandonment of the strong BAD? Fu-

ture work should investigate the possible presence of strong BADs in the de-

velopment of children acquiring inflectional processes that will not be produc-

tive in their adult grammar and build on the account presented here to account 

for how children escape the strong BADs in this case.  
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